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Abstract

Using covariance identities based on the Clark-Ocone representation formula we
derive Gaussian density bounds and tail estimates for the probability law of the
solutions of several types of stochastic differential equations, including Stratonovich
equations with boundary condition and irregular drifts, and equations driven by
fractional Brownian motion. Our arguments are generally simpler than the existing
ones in the literature as our approach avoids the use of the inverse of the Ornstein-
Uhlenbeck operator.
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1 Introduction

Gaussian density estimates for classes of stochastic equations have been extensively studied

in recent years, see e.g. [1], [10], [11]. On the other hand, density estimates for random

variables on the Wiener space have been obtained in [8] based on covariance representations

using the number (or Ornstein-Uhlenbeck) operator −L and its inverse (−L)−1. Recently,

those tools have been combined in [2], [5] and [6] with the Malliavin calculus in order to

derive bounds for the density of solutions of stochastic differential equations driven by frac-

tional Brownian motion and for the density of additive functionals of stochastic equations
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with irregular drifts.

Although the Ornstein-Uhlenbeck operator −L has nice contractivity properties as well

as an integral representation, it can be quite technical to compute in practice. For example,

its application in [2] requires the use of quadratic programming. In this paper we propose

to use covariance representations based on the Clark-Ocone formula instead of the Ornstein-

Uhlenbeck operator. Such covariance representations have been recently applied in [14] to

the Malliavin calculus approach to the Stein method [7]. In contrast with covariance identi-

ties based on the Ornstein-Uhlenbeck operator −L, which relies on the divergence-gradient

composition, the Clark-Ocone formula only requires the computation of a gradient and a

conditional expectation.

This paper is organized as follows. In Section 2, for a one-dimensional random variable on

the Wiener space, we present general Gaussian estimates for the density and the tail proba-

bilities, see Theorem 2.4.

Our main results are then proved in Sections 3, 4 and 5. In Section 3 we apply the formulas

of Section 2 to derive Gaussian estimates for the density and the tails of the solution Xt of

a one-dimensional stochastic differential equation (SDE) of the form

dXt = b(Xt) dt+ σ(Xt) ◦ dBt, t ∈ [0, T ], (1.1)

under anticipating boundary condition X0 = f(XT ), see Theorem 3.2. Here the symbol

◦ denotes the Stratonovich stochastic differential with respect to the standard Brownian

motion (Bt)t∈[0,T ] and f is a differentiable function with bounded derivative. To the best

of our knowledge Gaussian bounds for solutions of these kind of SDEs are not available in

the existing literature. The existence and uniqueness of Xt when f is linear and such that

f ′ < 0 has been proved in [3], cf. also Theorem 3.3.5 of [9]. This result is generalized in

Proposition 3.1 below.

In Section 4 we apply the formulas of Section 2 to derive Gaussian estimates for the

tails of additive functionals of the solution to (1.1), see Theorem 4.1. Particularly, we allow

bounded and measurable drift coefficients and positive, bounded from below and C∞b (R)

diffusion coefficients. Our proof combines the arguments in [5, 6] and the above mentioned
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Clark-Ocone type covariance representation.

Finally, in Theorem 5.2 of Section 5 we provide Gaussian type bounds for the density

and the tails of the stochastic process

Xt = x0 +

∫ t

0

b(s,Xs) ds+

∫ t

0

σ(s,Xs) dBH
s , t ∈ [0, T ] (1.2)

where (BH
t )t∈[0,T ] is a fractional Brownian motion with Hurst parameter H ∈ (1/2, 1) and

the coefficients b and σ satisfy suitable regularity conditions. Even if our result has some

similarities with the corresponding result in [2], we allow b and σ depend explicitly on the

time and our approach is somewhat simpler due to the use of the Clark-Ocone type repre-

sentation. We remark that the existence and uniqueness of the solution to (1.2) is provided

in Lemma 5.1.

2 Density formula and tail probabilities by integration

by parts

Let (Bt)t∈R+ be a standard Brownian motion defined on the filtered probability space

(Ω,F, (Ft)t∈R+ , P ), where Ft = σ(FBt ,N), (FBt )t∈R+ is the natural filtration of (Bt)t∈R+ and

N = {A ∈ F : P (A) = 0}. We denote by Sb the class of smooth random variables F of the

form

F = f(I1(u1), . . . , I1(un)), f ∈ C1
b(Rn) (2.1)

where I1(ui) =
∫∞
0
ui(t) dBt and u1, . . . , un ∈ L2(R+). The Malliavin gradient of a smooth

random variable F of the form (2.1) is given by

DtF =
n∑
i=1

∂if(I1(u1), . . . , I1(un))ui(t), t ≥ 0.

Let ` be the Lebesgue measure on R+. It turns out that the operator

D : Sb ⊂ L2(Ω,F, P ) −→ L2(Ω× R+,F ⊗B(R+), P ⊗ `)

defined by DF = (DtF )t∈R+ is closable and we shall denote by D1,2 the domain of the

minimal closed extension of D, still denoted by D, meaning that D1,2 is the closure of the

class of smooth random variables Sb with respect to the norm

‖F‖1,2 =

(
E[|F |2] + E

[∫ ∞
0

|DtF |2 dt

])1/2

.
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We define similarly the space D1,p, p ≥ 2. Recall that for any φ ∈ C1
b(R) and F ∈ D1,2 we

have φ(F ) ∈ D1,2 and D satisfies the chain rule of derivation

Dtφ(F ) = φ′(F )DtF, (2.2)

cf. Proposition 1.2.3 in [9]. The operator D also satisfies the Clark-Ocone representation

formula

F = E[F ] +

∫ ∞
0

E[DtF |Ft] dBt, F ∈ D1,2, (2.3)

see e.g. Corollary 5.2.2 in [13] and the following covariance identity

Cov(F,G) = E

[∫ ∞
0

E[DtF |Ft]DtG dt

]
, F,G ∈ D1,2, (2.4)

cf. Proposition 3.4.1 in [13], p. 121.

Let now (−L)−1 denote the inverse of the Ornstein-Uhlenbeck operator −L = δD where

δ is the divergence operator i.e. the dual of the gradient operator D on the Wiener space.

We recall the following result, cf. Theorem 3.1 of [8]. We denote by Supp(f) the support of

any given function f .

Proposition 2.1 Let F ∈ D1,2 be such that E[F ] = 0. The law of F has a density pF with

respect to the Lebesgue measure if and only if the function

gF (x) := −E

[∫ ∞
0

DtFDtL
−1F dt

∣∣∣F = x

]
, x ∈ R,

satisfies gF (F ) > 0 a.s. In this case Supp(pF ) is a closed interval of R containing 0 and we

have

pF (z) =
E[|F |]
2gF (z)

exp

(
−
∫ z

0

u

gF (u)
du

)
, a.e. z ∈ Supp(pF ). (2.5)

Similarly, by Theorem 4.1 of [8] we have the following result.

Proposition 2.2 Let F ∈ D1,2 be such that E[F ] = 0. If in addition

0 < gF (F ) ≤ αF + β, a.s.

for some α ≥ 0 and β > 0, then

P (F ≥ x) ≤ exp

(
− x2

2αx+ 2β

)
and P (F ≤ −x) ≤ exp

(
− x

2

2β

)
, x > 0. (2.6)
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The results of this paper rely on the following proposition.

Proposition 2.3 Let F ∈ D1,2 be centered. Then we have gF (F ) = ϕF (F ) a.s., where the

function ϕF is defined by

ϕF (x) := E

[∫ ∞
0

DtF E[DtF |Ft] dt
∣∣∣F = x

]
, a.e. x ∈ R. (2.7)

Proof We start by checking that the random variable ϕF (F ) defined by (2.7) is integrable

for any F ∈ D1,2. Indeed

E[|ϕF (F )|] ≤ E

[∫ ∞
0

|DtF |E[|DtF | |Ft] dt

]
≤
∫ ∞
0

E[|DtF |2] dt <∞.

By (2.4) and the properties of the gradient operator, for any φ ∈ C1
b(R) we have

E[φ′(F )ϕF (F )] = E

[
E

[
φ′(F )

∫ ∞
0

DtFE[DtF |Ft] dt | F
]]

= E

[
φ′(F )

∫ ∞
0

DtFE[DtF |Ft] dt

]
= E

[∫ ∞
0

E[DtF |Ft]Dtφ(F ) dt

]
= Cov(F, φ(F )) = E[φ′(F )gF (F )],

where this latter equality follows by formula (3.15) of Theorem 3.1 in [8]. Combining the

above relation with an approximation argument we have

E[11B(F )ϕF (F )] = E[11B(F )gF (F )], for any Borel set B ⊆ R. (2.8)

Since gF (F ) ≥ 0 a.s. (see Proposition 3.9 in [7]), this relation and the integrability of ϕF (F )

yield the integrability of gF (F ). Using again (2.8) we finally have ϕF (F ) = gF (F ) a.s., and

the proof is completed. �

The new representation of the conditional expectation given in the above proposition

avoids the use of (−L)−1 and will provide us with simpler arguments for the derivation of

Gaussian estimates for the density and the tail probabilities of a centered F ∈ D1,2. In

particular it leads to the following result which will play a key role in the next sections.

Theorem 2.4 Let F ∈ D1,2 be a centered random variable such that

0 < g ≤
∫ ∞
0

DsFE[DsF |Fs] ds ≤ G a.s., (2.9)

where g,G > 0 are positive constants. Then:
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(i) the density pF satisfies

E[|F |]
2G

exp

(
− z

2

2g

)
≤ pF (z) ≤ E[|F |]

2g
exp

(
− z2

2G

)
, a.e. z ∈ R. (2.10)

(ii) the tail probabilities satisfy

P (F ≥ x) ≤ exp

(
− x

2

2G

)
and P (F ≤ −x) ≤ exp

(
− x

2

2G

)
, x > 0. (2.11)

Proof. The inequalities (2.10) follow by Proposition 2.1 and Proposition 2.3. In particular,

relation Supp(pF ) = R may be found in the proof of Corollary 3.3 in [8]. The bounds (2.11)

follow by Proposition 2.2 and again Proposition 2.3 taking α = 0 and β = G. �

3 Gaussian estimates of one-dimensional SDEs with

boundary conditions

Let b : R → R be a continuous function and σ : R → R be a continuously differentiable

function with bounded derivative of the first order. We assume that

b1 := b+
1

2
σσ′

is a Lipschitz continuous function. The aim of this section is to obtain Gaussian estimates

for the density and the tail probabilities of the solution of the one-dimensional Stratonovich

stochastic differential equation

dXt = b(Xt) dt+ σ(Xt) ◦ dBt, t ∈ [0, T ], (3.1)

with anticipating boundary condition

X0 = f(XT ), (3.2)

see Theorem 3.2 below. In the case where f is linear with f ′ < 0 and the functions σ and

b1 are of class C4(R) with bounded derivatives, the existence and uniqueness (in a suitable

class of processes) of the solution to (3.1)-(3.2) was proved in [3], see also Theorem 3.3.5 in [9].

Let ϕt(x), x ∈ R, be the stochastic flow associated with the coefficients of the one-

dimensional Stratonovich stochastic differential equation (3.1), i.e. the solution of the

following stochastic differential equation with initial value x ∈ R:

ϕt(x) = x+

∫ t

0

b(ϕs(x)) ds+

∫ t

0

σ(ϕs(x)) ◦ dBs
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= x+

∫ t

0

b1(ϕs(x)) ds+

∫ t

0

σ(ϕs(x)) dBs, t ∈ [0, T ]. (3.3)

In the following, for any function h : R→ R we set

h := inf
x∈R
|h(x)| and h := sup

x∈R
|h(x)|.

In Proposition 3.1 below we start by proving the existence and uniqueness (in a suitable

class of processes) of the solution to (3.1)-(3.2) for a more general class of boundary data

functions f , allowing e.g. f to be nonlinear or f ′ > 0.

Before stating Proposition 3.1, we recall some useful sets of random variables (see e.g. [9]

for more details). If L is a family of random variables we denote by Lloc the set of random

variables X such that there exists a sequence {(Ωn, Xn)}n≥1 ⊂ F × L such that Ωn ↑ Ω

and X = Xn almost surely on Ωn. We denote by L1,p(R), p ≥ 2, the family of real-valued

processes {Xt}t∈[0,T ] ∈ Lp([0, T ] × Ω), T > 0, such that Xt ∈ D1,p for Lebesgue almost all

t ∈ [0, T ] and there exists a measurable version of the two parameter process DsXt verifying

E

[∫
[0,T ]2

|DsXt|p dsdt

]
<∞.

Finally, we denote by L1,4
2 (R) the class of processes {Xt}t∈[0,T ] ∈ L1,4(R) such that

lim
n→∞

∫ 1

0

sup
s≤t≤min{s+n−1,1}

E[|DsXt − Us|2] ds = 0

and

lim
n→∞

∫ 1

0

sup
max{s−n−1,0}≤t≤s

E[|DsXt − Vs|2] ds = 0

for some processes {Ut}t∈[0,1], {Vt}t∈[0,1] ∈ L2([0, 1]× Ω).

Proposition 3.1 Assume that σ and b1 := b + σσ′/2 are of class C4(R) with bounded

derivatives (up to the fourth order). In addition, suppose that the boundary data function f

is differentiable with bounded derivative. If one of the following two sets of conditions holds:

(C1) b′ is bounded and

sup
x∈R

f ′(x) < 0 (3.4)

(C2)

0 < σ, σ <∞, K := sup
x∈R

∣∣∣∣b′(x)σ(x)− b(x)σ′(x)

σ(x)

∣∣∣∣ <∞ (3.5)

and

f is bounded and sup
x∈R

f ′(x) < (σ/σ)e−KT , (3.6)
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then (3.1)-(3.2) has a solution which is given by Xt = ϕt(X0), where X0 is the unique random

variable satisfying X0 = f(ϕT (X0)). In addition, this solution is the unique continuous

solution in L1,4
2,loc(R).

The following is the main result of this section.

Theorem 3.2 Assume that σ and b1 := b+σσ′/2 are of class C4(R) with bounded derivatives

(up to the fourth order) and (3.5). In addition, suppose that the boundary data function f is

differentiable with bounded derivative and let (Xt)t∈[0,T ] be the unique solution to (3.1)-(3.2).

If one of the following two sets of conditions holds:

(C3)

−(σ/σ)2e−3KT < inf
x∈R

f ′(x) ≤ sup
x∈R

f ′(x) < 0

(C4)

f is bounded and
(σ/σ)e−KT − supx∈R f

′(x)

f ′
> (σ/σ)3e4KT ,

where the constant K is defined in (3.5), then, for each t ∈ (0, T ], the density pXt satisfies

the bounds

E[|Xt − EXt|]
2G(t)

exp

(
−(x− E[Xt])

2

2g(t)

)
≤ pXt(x) ≤ E[|Xt − E[Xt]|]

2g(t)
exp

(
−(x− E[Xt])

2

2G(t)

)
,

(3.7)

a.e. x ∈ R, and

P (Xt − E[Xt] ≥ x) ≤ exp

(
− x2

2G(t)

)
, x > 0

P (Xt − E[Xt] ≤ −x) ≤ exp

(
− x2

2G(t)

)
, x > 0

where the functions g,G : (0, T ]→ (0,∞) are defined as follows:

(a) Under (C3), g(t) := (c+ c∗)
2t and G(t) := C2t+ c2∗(T − t).

(b) Under (C4), g(t) := (c− C∗)2t and G(t) := (C + C∗)
2t+ C2

∗(T − t).
The constants c, C, c∗, C∗ are given by

c := σ exp (−KT ) , C := σ exp (KT ) , (3.8)

c∗ :=
C2

σ
inf
x∈R

f ′(x), C∗ :=
Cσ

cσ

Cf ′

σ/C − sup
x∈R

f ′(x)
.
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Note that the assumptions of Theorem 3.2 hold if b ∈ C4
b(R), σ is bounded away from zero,

σ ∈ C5
b(R) and the boundary data function f is bounded with bounded negative derivative.

SDEs with boundary conditions have applications in several fields, among others we cite [16]

for applications in quantum mechanics.

For the proofs of Proposition 3.1 and Theorem 3.2 we will need the following Lemmas 3.3

and 3.4 which will be proved at the end of this section.

Lemma 3.3 Assume that σ and b1 are of class C3(R), with bounded derivatives (up to the

third order). Then (ϕt(x))t∈[0,T ] ∈ D1,2 and ϕ′t(x) := ∂ϕt(x)
∂x

exists. If in addition, σ is strictly

positive and bounded from below, then we have the following expressions: for 0 ≤ t ≤ T and

x ∈ R,

Dθϕt(x) = σ(ϕt(x)) exp

(∫ t

θ

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ(ϕs(x))
ds

)
11[0,t](θ), (3.9)

ϕ′t(x) =
σ(ϕt(x))

σ(x)
exp

(∫ t

0

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ(ϕs(x))
ds

)
, t ∈ [0, T ]. (3.10)

Lemma 3.4 Assume that σ and b1 := b+σσ′/2 are of class C4(R) with bounded derivatives

(up to the fourth order) and f is differentiable with bounded derivative. Then:

(i) If in addition we suppose Condition (C1) of Proposition 3.1, then X0 ∈ D1,p
loc, for all

p ≥ 2, and

DsX0 =
f ′(ϕT (X0))(DsϕT )(X0)

1− f ′(ϕT (X0))ϕ′T (X0)
, a.s., for 0 ≤ s ≤ T (3.11)

where (DsϕT )(X0) = DsϕT (x)|x=X0.

(ii) If in addition we suppose Condition (C2) of Proposition 3.1, then X0 ∈ D1,2 and relation

(3.11) holds.

Proof of Proposition 3.1.

Existence. By Theorem 3.3.1 in [9], for any random variable X0 the stochastic process

(ϕt(X0))t∈[0,T ] is a solution of (3.1). Hence, in order to show the existence of a solution to

(3.1)-(3.2) we only need to prove that there is a unique random variable X0 such that

X0 = f(ϕT (X0)). (3.12)

Consider the function h(x) := x − f(ϕT (x)), x ∈ R. By Lemma 3.3 we have that h is

differentiable with derivative

h′(x) = 1− f ′(ϕT (x))ϕ′T (x).
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Part 1.

We first prove the existence under Condition (C1). It is proved in [3] (see p. 171) that

ϕ′t(x) = exp

(∫ t

0

(
b′1(ϕs(x))− σ′(ϕs(x))2

2

)
ds+

∫ t

0

σ′(ϕs(x)) dBs

)
, t ∈ [0, T ].

Therefore ϕ′T > 0 and so h′ > 0. Since f decreases and ϕT increases we have

h(x) > x− f(ϕT (0)), for any x > 0

and

h(x) < x− f(ϕT (0)), for any x < 0.

Letting x goes to +∞ in the first relation and x goes to −∞ in the second relation we easily

have

lim
x→+∞

h(x) = +∞ and lim
x→−∞

h(x) = −∞. (3.13)

Therefore there exists a unique zero of h, and this implies the existence of a unique random

variable X0 satisfying (3.12). In other words, (ϕt(X0))t∈[0,T ] is solution to (3.1)-(3.2).

Part 2.

We now prove the existence under Condition (C2). By (3.10) it easily follows that

c

σ
≤ ϕ′t(x) ≤ C

σ
, (t, x) ∈ [0, T ]× R (3.14)

where the constants c and C are defined in (3.8). For any x, y ∈ R, by the non-negativity of

ϕ′T , we have

1− f ′(x)ϕ′T (y) ≥ 1− ϕ′T (y) sup
x∈R

f ′(x)

≥ 1− C

σ
sup
x∈R

f ′(x) =: M > 0 (3.15)

where the inequality in (3.15) follows by (3.6). Consequently, we have h′ > 0. Since f is

bounded we have (3.13), and we conclude as in the previous step.

Uniqueness . According to Theorem 3.3.2 in [9], to show that (ϕt(X0))t∈[0,T ] is the unique

solution in L1,4
2,loc(R) which is continuous it suffices to check that X0 belongs to D1,p

loc, for some

p > 4. Since, under Condition (C1) this is guaranteed by Lemma 3.4(i), we only need to

show the claim under Condition (C2). By the mean value Theorem, we have

f(ϕT (X0)) = f(0) + f ′(ε1)ϕT (X0) and ϕT (X0) = ϕT (0) + ϕ′T (ε2)X0,
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where ε1, ε2 are two random variables lying between 0 and ϕT (X0) and 0 and X0, respectively.

Since X0 = f(ϕT (X0)), we have

X0 = f(0) + f ′(ε1)ϕT (X0) = f(0) + f ′(ε1)[ϕT (0) + ϕ′T (ε2)X0],

and therefore

X0 =
f(0) + f ′(ε1)ϕT (0)

1− f ′(ε1)ϕ′T (ε2)
(3.16)

if the denominator is different from zero. We preliminary note that the denominator of

(3.16) is different from zero due to (3.15). By (3.15), (3.16) and the boundedness of f ′, we

deduce that there exist two finite constants M1,M2 > 0 such that

|X0| ≤M1 +M2|ϕT (0)|, a.s..

By the boundedness of σ′ and b′ we have that σ and b are Lipschitz continuous and have at

most linear growth. Therefore by Lemma 2.2.1 in [9] we deduce ϕT (0) ∈
⋂
p≥1 L

p(Ω) and so

X0 ∈
⋂
p≥1 L

p(Ω). By Lemma 3.4(ii) we have X0 ∈ D1,2 and (3.11). By Lemma 3.3 we have

c ≤ (Dsϕt)(x) ≤ C, s, t ∈ [0, T ], x ∈ R. (3.17)

Using this relation, the boundedness of f ′ and (3.15), by (3.11) it follows that there exists a

constant M3 > 0 so that

|DsX0| ≤M3, a.s. for any s ∈ [0, T ]

which implies E
[∫ T

0
|DsX0|p ds

]
< ∞ for any p ≥ 1. By Proposition 1.5.5 in [9] we then

have X0 ∈ D1,p for any p ≥ 2. �

Proof of Theorem 3.2.

We preliminary note that under Condition (C3) is satisfied Condition (C1) of Proposition 3.1

and under Condition (C4) is satisfied Condition (C2) of Proposition 3.1. By Lemmas 3.3

and 3.4 and Exercise 1.3.6 p. 52 in [9] we have Xt ∈ D1,2
loc, t ∈ [0, T ], and, for any s, t ∈ [0, T ],

DsXt = Dsϕt(X0) =


(Dsϕt)(X0) + ϕ′t(X0)DsX0, s ≤ t,

ϕ′t(X0)DsX0, s > t.
(3.18)

In fact, Xt ∈ D1,2 because (ϕt(x))t∈[0,T ] ∈ D1,2 for any x ∈ R and X0 ∈ D1,2 (this can be

proved as in the proof of Lemma 3.4(ii) below, using that σ is bounded). By (3.11) we

deduce

ϕ′t(X0)DsX0 =
ϕ′t(X0)(DsϕT )(X0)

1− ϕ′T (X0)f ′(ϕT (X0))
f ′(ϕT (X0)). (3.19)
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Part 1.

We first prove the claim under Condition (C3). We have

inf
x∈R

f ′(x) ≤ f ′(ϕT (X0)) ≤ sup
x∈R

f ′(x) < 0. (3.20)

Combining this with (3.14) and (3.17), we deduce

0 ≤ ϕ′t(X0)(DsϕT )(X0)

1− ϕ′T (X0)f ′(ϕT (X0))
≤ ϕ′t(X0)(DsϕT )(X0) ≤

C2

σ
. (3.21)

By (3.19), (3.20) and (3.21), we have

c∗ :=
C2

σ
inf
x∈R

f ′(x) ≤ ϕ′t(X0)DsX0 < 0.

Combining the above with (3.17), by the expression of DsXt computed in (3.18) we find

c+ c∗ ≤ DsXt ≤ C, 0 ≤ s ≤ t,

and

c∗ ≤ DsXt < 0, t < s ≤ T.

We also note that c+ c∗ > 0, indeed

c∗ =
C2

σ
inf
x∈R

f ′(x) > −C
2

σ

cσ

C2
= −c.

These inequalities yield

(c+ c∗)
2t ≤

∫ T

0

DsXtE[DsXt |Fs] ds ≤ C2t+ c2∗(T − t), t ∈ [0, T ].

The claim follows applying Theorem 2.4 to F := Xt − E[Xt].

Part 2.

We now prove the claim under Condition (C4). By Condition (C4) and (3.14) we have

1

ϕ′T (X0)
− f ′(ϕT (X0)) ≥

σ

C
− sup

x∈R
f ′(x) > 0.

Combining this inequality with (3.14) and (3.17) yields

0 ≤ ϕ′t(X0)(DsϕT )(X0)

ϕ′T (X0)
(

1
ϕ′T (X0)

− f ′(ϕT (X0))
) ≤ Cσ

cσ

C
σ
C
− supx∈R f

′(x)
.

Recalling (3.11), we have

|ϕ′t(X0)DsX0| ≤
Cσ

cσ

Cf ′

σ/C − supx∈R f
′(x)

= C∗.
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Therefore, by (3.17) and the expression of DsXt computed at the beginning of the proof, we

have

c− C∗ ≤ DsXt ≤ C + C∗, 0 ≤ s ≤ t (3.22)

and

−C∗ ≤ DsXt ≤ C∗, t < s ≤ T . (3.23)

Using the foregoing assumption (C4), one may easily see that c − C∗ > 0. Thus, by (3.22)

we deduce

(c− C∗)2t ≤
∫ t

0

DsXtE[DsXt |Fs] ds ≤ (C + C∗)
2t. (3.24)

Since DsXtE[DsXt |Fs] ≥ 0, by (3.23) we have

0 ≤
∫ T

t

DsXtE[DsXt |Fs] ds ≤ C2
∗(T − t). (3.25)

Finally, combining (3.24) and (3.25) we deduce

(c− C∗)2t ≤
∫ T

0

DsXtE[DsXt |Fs] ds ≤ (C + C∗)
2t+ C2

∗(T − t), t ∈ [0, T ].

The claim follows applying Theorem 2.4 to F := Xt − E[Xt]. �

Proof of Lemma 3.3. The Malliavin differentiability of (ϕt(x))t∈[0,T ] and the existence of

ϕ′t(x) were proved in [12] (see also Theorem 2.2.1 in [9] for the Malliavin differentiability).

Let us check the expressions (3.9) and (3.10). Set

F (x) :=

∫ x

0

1

σ(z)
dz, x ≥ 0,

and Φt(x) := F (ϕt(x)). By the Itô formula and (3.3), we have

dΦt(x) =

(
F ′(ϕt(x))b1(ϕt(x)) +

1

2
F ′′(ϕt(x))(σ(ϕt(x)))2

)
dt+ F ′(ϕt(x))σ(ϕt(x)) dBt

=

(
b1(ϕt(x))

σ(ϕt(x))
− 1

2
σ′(ϕt(x))

)
dt+ dBt.

i.e.

Φt(x) = F (x) +

∫ t

0

b(ϕs(x))

σ(ϕs(x))
ds+Bt (3.26)

Since (ϕt(x))t∈[0,T ] is Malliavin differentiable and F is continuously differentiable with

bounded first derivative (because σ is positive and bounded from below), then by Proposition

13



1.2.3 in [9] we have (Φt(x))t∈[0,T ] ∈ D1,2. By Theorem 2.2.1 in [9] (note that the function b/σ

is Lipschitz since by the assumptions on b and σ it follows (b/σ)′ bounded) we have

DθΦt(x) = Dθ

(
F (x) +

∫ t

0

b(ϕs(x))

σ(ϕs(x))
ds+Bt

)
= 0, for θ > t

and, for 0 ≤ θ ≤ t,

DθΦt(x) = 1 +

∫ t

θ

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ2(ϕs(x))
Dθϕs(x) ds. (3.27)

By Proposition 1.2.3 in [9], for 0 ≤ θ ≤ t, we also have

DθΦt(x) = F ′(ϕt(x))Dθϕt(x) =
1

σ(ϕt(x))
Dθϕt(x). (3.28)

Combining this with (3.27), for 0 ≤ θ ≤ t, we deduce

DθΦt(x) = 1 +

∫ t

θ

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ(ϕs(x))
DθΦs(x) ds.

This is a linear ordinary differential equation with initial condition DθΦθ(x) = 1, and

therefore

DθΦt(x) = exp

(∫ t

θ

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ(ϕs(x))
ds

)
11[0,t](θ).

Relation (3.9) follows by this latter equality noticing that by Theorem 2.2.1 in [9], for θ > t,

one has Dθϕt(x) = 0 and by (3.28), for 0 ≤ θ ≤ t, it holds Dθϕt(x) = σ(ϕt(x))DθΦt(x). It

remains to verify (3.10). Since

Φ′t(x) =
ϕ′t(x)

σ(ϕt(x))
, (3.29)

differentiating (3.26) with respect to x we deduce

Φ′t(x) =
1

σ(x)
+

∫ t

0

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ2(ϕs(x))
ϕ′s(x) ds

=
1

σ(x)
+

∫ t

0

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ(ϕs(x))
Φ′s(x) ds, t ∈ [0, T ]. (3.30)

Solving (3.30) we have

Φ′t(x) =
1

σ(x)
exp

(∫ t

0

b′(ϕs(x))σ(ϕs(x))− σ′(ϕs(x))b(ϕs(x))

σ(ϕs(x))
ds

)
, t ∈ [0, T ].

The claim follows combining this equality with (3.29). �
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Proof of Lemma 3.4. As shown in the part on the Existence of the proof of Proposition 3.1,

equation (3.1)-(3.2) has a solution which is given by Xt = ϕt(X0), where X0 is the unique

random variable satisfying X0 = f(ϕT (X0)).

Proof of (i).

By e.g. Exercise 2.2.2 in [9] one can represent the flow ϕt(x) as a Frechet differentiable

function of the Brownian motion B. Using this and the implicit function Theorem (note

that the first order derivative of f−1 is always different from zero) one deduces that X0 ∈ D1,p
loc

for any p ≥ 2. By Lemma 3.3 and Exercise 1.3.6 p. 52 in [9], for any s ∈ [0, T ],

DsX0 = (f ◦ ϕT )′(X0)DsX0 +Ds(f ◦ ϕT )(X0)

where

Ds(f ◦ ϕT )(X0) := Ds(f ◦ ϕT )(x)|x=X0 .

By the chain rule in Proposition 1.2.3 of [9], we have

Ds(f ◦ ϕT )(X0) := Ds(f ◦ ϕT )(x)|x=X0 = f ′(ϕT (x))DsϕT (x)|x=X0 = f ′(ϕT (X0))(DsϕT )(X0),

and so

DsX0 =
f ′(ϕT (X0))(DsϕT )(X0)

1− f ′(ϕT (X0))ϕ′T (X0)
,

note that our assumptions guarantee that the denominator is different from zero.

Proof of (ii).

Letting (Ω,F, P ) denote the canonical space of the standard Brownian motion indexed on

[0, T ], for q ∈ L2([0, T ], dx) and ω ∈ Ω, we set ωq(·) = ω(·) +
∫ ·
0
q(s) ds. In the following we

write ϕt(ω, x) in place of ϕt(x) to explicit the dependence on ω of ϕt(x), i.e.

ϕt(ω, x) = x+

∫ t

0

b1(ϕs(ω, x)) ds+

∫ t

0

σ(ϕs(ω, x)) dBs(ω).

By the mean value Theorem, we have

X0(ωq)−X0(ω) = f(ϕT (ωq, X0(ωq)))− f(ϕT (ω,X0(ω)))

= f(ϕT (ωq, X0(ωq)))− f(ϕT (ωq, X0(ω))) + f(ϕT (ωq, X0(ω)))− f(ϕT (ω,X0(ω)))

= f ′(ϕT (ωq, ξ(ω, ωq)))ϕ
′
T (ωq, ξ(ω, ωq))[X0(ωq)−X0(ω)]

+f(ϕT (ωq, X0(ω)))− f(ϕT (ω,X0(ω))),

where ξ(ω, ωq) is a random variable between X0(ω) and X0(ωq). Therefore,

X0(ωq)−X0(ω) =
f(ϕT (ωq, X0(ω)))− f(ϕT (ω,X0(ω)))

1− f ′(ϕT (ωq, ξ(ω, ωq)))ϕ′T (ωq, ξ(ω, ωq))
,
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note that our assumptions guarantee that the denominator is different from zero. By the

boundedness of f ′ and σ, for some constant C > 0 (which may vary from line to line) we

have

|X0(ωq)−X0(ω)| ≤ C|ϕT (ωq, X0(ω))− ϕT (ω,X0(ω))|

= C

∣∣∣∣ ∫ T

0

σ(ϕs(X0(ω)))dBs(ωq)−
∫ T

0

σ(ϕs(X0(ω)))dBs(ω)

∣∣∣∣
≤ C

∫ T

0

|q(s)| ds (3.31)

≤ C

(∫ T

0

|q(s)|2 ds

)1/2

, (3.32)

where (3.31) follows by noticing that on the canonical space Bt(ω) = ω(t) and (3.32) is

a consequence of the Cauchy-Schwarz inequality. So X0 ∈ D1,2 by Exercise 1.2.9 in [9].

Relation (3.11) follows repeating the arguments of the previous step. �

4 Gaussian estimates of one-dimensional additive func-

tionals of SDEs with irregular drifts

Here we consider the one-dimensional diffusion equation on the probability space (Ω,F, P )

Xt = x0 +

∫ t

0

b(Xs) ds+

∫ t

0

σ(Xs) ◦ dBs, x0 ∈ R, t ∈ [0, T ], (4.1)

where b : R → R is measurable and bounded, σ is smooth, i.e. σ ∈ C∞b (R), and such that

σ := infx∈R σ(x) > 0 and the stochastic integral is the Stratonovich integral. Under the

above assumptions, Kohatsu-Higa and Tanaka [6] proved the existence and smoothness of

the density of the random variable

Yt =

∫ t

0

ψ(Xs) ds, t ∈ [0, T ], (4.2)

where ψ : R→ R is a smooth function.

In this section we provide Gaussian estimates for the tails of Yt. Letting (Wt)t∈[0,T ]

denote a standard Brownian motion on the probability space (Ω,F, Q), we consider the

system (Xt, Yt) defined by

Xt = x0 +

∫ t

0

σ(Xs) ◦ dWs, (4.3)
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and

Yt =

∫ t

0

ψ(Xs) ds, t ∈ [0, T ]. (4.4)

We define a new probability measure Q̃ on (Ω,FT ) by

dQ̃ = ZTdQ,

where

Zt := exp

(∫ t

0

b0(Xs) dWs −
1

2

∫ t

0

b20(Xs) ds

)
, t ∈ [0, T ],

and b0 is the bounded and measurable function b0 := b/σ. By Girsanov’s theorem, the

stochastic process B̃t = Wt −
∫ t
0
b0(Xs) ds is a Brownian motion under the probability

measure Q̃, and so the solution of the system (4.3)-(4.4) under Q̃ is equal in law to the

solution of the system (4.1)-(4.2).

Theorem 4.1 Under the foregoing assumptions, if moreover ψ′ := infx∈R ψ
′(x) > 0, then,

for each t ∈ (0, T ], the tails of Yt satisfy the bounds

P (Yt ≥ x) ≤ exp

(
−(x− EQ[Yt])

2

4G(t)

)
exp

(
1

2
‖b0‖2∞t

)
, x > EQ[Yt],

P (Yt ≤ −x) ≤ exp

(
−(x+ EQ[Yt])

2

4G(t)

)
exp

(
1

2
‖b0‖2∞t

)
, x < −EQ[Yt].

where ‖b0‖∞ := supx∈R |b0(x)|, G(t) := (ψ′σ)2t3/3, σ := supx∈R σ(x), ψ′ := supx∈R ψ
′(x) and

EQ denotes the expectation under the probability measure Q.

Proof. For any x ∈ R we have

P (Yt ≥ x) = EQ̃[11[x,∞)(Yt)] = EQ[11[x,∞)(Yt)Zt], t ∈ [0, T ].

By this relation and the Cauchy-Schwarz inequality, we have

P (Yt ≥ x) ≤ EQ[11[x,∞)(Yt)
2]1/2EQ[Z2

t ]1/2 = EQ[11[x,∞)(Yt)]
1/2EQ[Z2

t ]1/2, t ∈ [0, T ]. (4.5)

Since b0 is bounded, standard computations (see e.g. Lemma 1 in [5]) give

EQ[Zp
t ] ≤ exp

(
1

2
|p2 − p|‖b0‖2∞t

)
, for any p ∈ R. (4.6)

Combining (4.5) with (4.6) we deduce

P (Yt ≥ x) ≤ Q(Yt ≥ x)1/2 exp

(
1

2
‖b0‖2∞t

)
. (4.7)
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Now we bound the probability Q(Yt ≥ x). By Lemma 3.3 we have that the Malliavin

derivative of Xs with respect to W is

DθXs = σ(Xs)1[0,s](θ), s ∈ R+,

therefore by Proposition 1.2.3 in [9] we have

DθYt =

∫ t

θ

Dθψ(Xs) ds = 11[0,t](θ)

∫ t

θ

ψ′(Xs)σ(Xs) ds,

where the exchange between Dθ and the integral can be justified by standard closability

arguments. Consequently we have

ψ′σ(t− θ)11[0,t](θ) ≤ DθYt ≤ ψ′σ(t− θ)11[0,t](θ),

hence

g(t) ≤
∫ T

0

DsYtEQ[DsYt |Fs] ds =

∫ t

0

DsYtEQ[DsYt |Fs] ds ≤ G(t),

where

g(t) := (ψ′σ)2t3/3.

By Theorem 2.4, for each t ∈ (0, T ] and x > EQ[Yt], we have

Q(Yt ≥ x) = Q(Yt − EQ[Yt] ≥ x− EQ[Yt]) ≤ exp

(
−(x− EQ[Yt])

2

2G(t)

)
. (4.8)

The Gaussian bound for the tail P (Yt ≥ x) follows by (4.7) and (4.8). The Gaussian bound

for the tail P (Yt ≤ −x) can be proved similarly. �

5 Gaussian estimates of one-dimensional SDEs driven

by fractional Brownian motion

In this section, we provide Gaussian estimates for the density and the tail probabilities of

solutions to stochastic differential equations driven by the fractional Brownian motion. Some

results in this direction can be found in [2].

Recall that a fractional Brownian motion (fBm) of Hurst parameter H ∈ (0, 1) is a

centered Gaussian process BH = (BH
t )t∈R+ with covariance function

RH(t, s) := E[BH
t B

H
s ] =

1

2
(t2H + s2H − |t− s|2H).
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For H > 1/2, BH
t admits the so-called Volterra representation (see e.g. [9] pp. 277-279)

BH
t =

∫ t

0

KH(t, s) dBs, (5.1)

where (Bt)t∈R+ is a standard Brownian motion,

KH(t, s) := cH s
1/2−H

∫ t

s

(u− s)H−
3
2uH−1/2 du, s ≤ t

and

cH =

√
H(2H − 1)

β(2− 2H,H − 1/2)
, where β is the Beta function.

We suppose that (Bt)t∈[0,T ] is defined on the probability space (Ω,F, (Ft)t∈[0,T ], P ), where

F = σ(FBt ,N), being N the family of sets with probability zero. Consequently, by (5.1) the

fBm (BH
t )t∈[0,T ] is Ft-adapted.

Hereafter, we denote by C
1,1
b ([0, T ]×R) the space of bounded functions f : [0, T ]×R→ R

with bounded partial derivatives of the first order and we define

f ′1(t, x) :=
∂f

∂t
(t, x), f ′2(t, x) :=

∂f

∂x
(t, x).

Throughout this section we will work under the following condition.

Assumption 5.1 H ∈ (1/2, 1), b, σ ∈ C
1,1
b ([0, T ]×R), there exists a constant c > 0 so that

|σ(t, x)| ≥ c for all (t, x) ∈ [0, T ]× R.

Under this assumption the stochastic integral
∫ t
0
σ(s,Xs) dBH

s , t ∈ [0, T ], exists as a pathwise

Riemann-Stieltjes integral if the stochastic process (Xt)t∈[0,T ] is Hölder continuous of order

H − ε for all ε ∈ (0, H). (see [15]; see also [9] p. 312).

Before stating the main result of this section, we consider the following lemma, whose

proof will be given later on.

Lemma 5.1 Under Assumption 5.1, there exists a unique strong solution of

Xt = x0 +

∫ t

0

b(s,Xs) ds+

∫ t

0

σ(s,Xs) dBH
s , t ∈ [0, T ], (5.2)

where by definition a strong solution to (5.2) is an Ft-adapted process (Xt)t∈[0,T ] which

satisfies (5.2) pathwise and whose trajectories are Hölder continuous of order H − ε for

all ε ∈ (0, H).

The following estimates hold.
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Theorem 5.2 Suppose Assumption 5.1 and let (Xt)t∈[0,T ] be the unique strong solution to

(5.2). Then, for each t ∈ (0, T ], the density pXt and the tails of Xt satisfy the bounds

E[|Xt − E[Xt]|]
2G(t)

exp

(
−(x− E[Xt])

2

2g(t)

)
≤ pXt(x)

≤ E[|Xt − E[Xt]|]
2g(t)

exp

(
−(x− E[Xt])

2

2G(t)

)
, a.e. x ∈ R, (5.3)

P (Xt − E[Xt] ≥ x) ≤ exp

(
− x2

2G(t)

)
, x > 0,

and

P (Xt − E[Xt] ≤ −x) ≤ exp

(
− x2

2G(t)

)
, x > 0,

where the functions g,G : (0, T ] → (0,∞) are defined by G(t) := C2e2MT t2H and g(t) :=

c2e−2MT t2H , with C = sup(t,x) |σ(t, x)| and

M = sup
(t,x)

∣∣∣∣b′2(t, x)− b(t, x)σ′2(t, x)

σ(t, x)
− σ′1(t, x)

σ(t, x)

∣∣∣∣ <∞.
The proof of this theorem uses the next lemma which provides the Malliavin derivative of

the unique strong solution to (5.2).

Lemma 5.3 Under Assumption 5.1 the unique strong solution (Xt)t∈[0,T ] to (5.2) is such

that (Xt)t∈[0,T ] ∈ D1,2 with

DsXt = σ(t,Xt)11[0,t](s)

(∫ t

s

(KH)′1(v, s) exp

(∫ t

v

(
b′2 −

bσ′2
σ
− σ′1

σ

)
(u,Xu) du

)
dv

)
.

Proof of Theorem 5.2. We assume σ(t,Xt) > 0, i.e. c ≤ σ(t,Xt) ≤ C. The case σ(t,Xt) < 0,

i.e. −C ≤ σ(t,Xt) ≤ −c can be treated similarly. By Lemma 5.3, since (KH)′1 is non-negative

we have

ce−MT

∫ t

s

(KH)′1(v, s) dv ≤ DsXt ≤ CeMT

∫ t

s

(KH)′1(v, s) dv, s ≤ t,

i.e.

ce−MTKH(t, s) ≤ DsXt ≤ CeMTKH(t, s), s ≤ t.

This yields

c2e−2MT

∫ t

0

K2
H(t, s) ds ≤

∫ T

0

DsXtE[DsXt |Fs] ds

=

∫ t

0

DsXtE[DsXt |Fs] ds ≤ C2e2MT

∫ t

0

K2
H(t, s) ds.
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Since
∫ t
0
K2
H(t, s) ds = E[|BH

t |2] = t2H , we have

0 < c2e−2MT t2H ≤
∫ T

0

DsXtE[DsXt |Fs] ds ≤ C2e2MT t2H .

The claim then follows by Theorem 2.4. �

Proof of Lemma 5.1. Define the function

F (t, x) :=

∫ x

0

1

σ(t, z)
dz, (t, x) ∈ [0, T ]× R.

For (t, u) ∈ [0, T ] × R, consider the function Φ(t, u) := F (t, u) − x, where x ∈ R is fixed.

Since Φ′2(t, u) = σ(t, u)−1 6= 0, by the Implicit Function Theorem we have that there exists

a function G(t, x) so that Φ(t, G(t, x)) = 0, i.e. F (t, G(t, x)) = x. Note that

F ′2(t, x) = σ(t, x)−1 and F ′1(t, x) = −
∫ x

0

σ′1(t, z)

σ(t, z)2
dz,

G′2(t, x) = (F ′2(t, G(t, x)))−1 = σ(t, G(t, x)), (5.4)

G′1(t, x) = −F
′
1(t, G(t, x))

F ′2(t, G(t, x))
= −F ′1(t, G(t, x))σ(t, G(t, x)). (5.5)

Existence. We start by showing that there exists a strong solution of

Yt = y0 +

∫ t

0

A(s, Ys) ds+BH
t , (5.6)

where y0 = F (0, x0) and

A(t, y) = F ′1(t, G(t, y)) +
b(t, G(t, y))

σ(t, G(t, y))
. (5.7)

A straightforward computation shows that A′2(t, y) is uniformly bounded, and so for some

positive constant C > 0 (which may vary from line to line)

|A(t, x)− A(t, y)| ≤ C|x− y| and |A(t, x)|2 ≤ C(1 + |x|2) for all (t, x, y) ∈ [0, T ]× R2.

(5.8)

For n ≥ 0, consider the processes (Y
(n)
t )t∈[0,T ] defined recursively by

Y
(0)
t = y0 +BH

t ,

Y
(n+1)
t = y0 +

∫ t
0
A(s, Y

(n)
s ) ds+BH

t , n ≥ 0.

For some constant C > 0, by the Cauchy-Schwarz inequality and (5.8), we have

E

[
sup
t∈[0,T ]

|Y (1)
t − Y (0)

t |2
]
≤ E

[(∫ T

0

|A(s, Y (0)
s )| ds

)2
]
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≤ CE

[∫ T

0

|A(s, Y (0)
s )|2 ds

]
≤ CE

[∫ T

0

(1 + |Y (0)
s |2) ds

]
≤ CT + 2CE

[∫ T

0

(y20 + |BH
s |2) ds

]
= CT (1 + 2y20) + 2C

∫ T

0

s2H ds =: C1. (5.9)

For any n ≥ 1 and some constant C > 0, by the Cauchy-Schwarz inequality and (5.8) we

have

E

[
sup
u∈[0,t]

|Y (n+1)
u − Y (n)

u |2
]
≤ E

[(∫ t

0

|A(s, Y (n)
s )− A(s, Y (n−1)

s )| ds
)2
]

≤ E

(∫ t

0

sup
u∈[0,s]

|A(u, Y (n)
u )− A(u, Y (n−1)

u )| ds

)2


≤ CE

(∫ t

0

sup
u∈[0,s]

|Y (n)
u − Y (n−1)

u | ds

)2


≤ Ct

∫ t

0

E

[
sup
u∈[0,s]

|Y (n)
u − Y (n−1)

u |2
]

ds

≤ CT

∫ t

0

E

[
sup
u∈[0,s]

|Y (n)
u − Y (n−1)

u |2
]

ds.

Iterating this inequality and using (5.9), we deduce

E

[
sup
u∈[0,t]

|Y (n+1)
u − Y (n)

u |2
]
≤ (CT )n

∫ t

0

∫ s1

0

· · ·
∫ sn−1

0

E

[
sup

u∈[0,sn]
|Y (1)
u − Y (0)

u |2
]

dsn . . . ds2ds1

≤ C1
(CT 2)n

n!
.

By this inequality we easily have that there exists a process (Y ∗t )t∈[0,T ] such that Y
(n′)
t → Y ∗t

almost surely for any t ∈ [0, T ] and some subsequence (Y
(n′)
t )n′ of (Y

(n)
t )n≥0. Then one

easily sees that (Y ∗t )t∈[0,T ] satisfies (5.6) pathwise and Y ∗t is Ft-measurable as a.s. limit of

Ft-measurable random variables. It remains to check that the paths of (Y ∗t )t∈[0,T ] are Hölder

continuous of order (H − ε). By (5.6), the boundedness of A and the fact that the paths of

(BH
t )t∈[0,T ] are Hölder continuous of order H − ε, for any ε > 0 (see e.g. [9] p. 274), for any

t1, t2 ∈ [0, T ], some positive constants C,C ′ and random variable G, we have

|Y ∗t2 − Y
∗
t1
| =

∣∣∣ ∫ t2

t1

A(s, Y ∗s ) ds
∣∣∣+ |BH

t2
−BH

t1
|
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≤ C|t2 − t1|+G|t1 − t2|H−ε

= C|t2 − t1|[1−(H−ε)]+(H−ε) +G|t1 − t2|H−ε (5.10)

≤ C ′|t2 − t1|H−ε +G|t1 − t2|H−ε = (C ′ +G)|t1 − t2|H−ε, (5.11)

where the latter inequality follows by 1 > H − ε. Now, we show that the process (X∗t )t∈[0,T ]

defined by X∗t := G(t, Y ∗t ) is solution of (5.2). Clearly, X∗t is Ft-measurable. We also have

that X∗t is (H − ε)-Hölder continuous. Indeed, for any t, s ∈ [0, T ], there exist θ1 between s

and t and θ2 between Y ∗s and Y ∗t , and some positive constant C > 0, so that

|X∗t −X∗s | ≤ |G(t, Y ∗t )−G(s, Y ∗t )|+ |G(s, Y ∗t )−G(s, Y ∗s )|

= |G′1(θ1, Y ∗t )(t− s)|+ |G′2(s, θ2)(Y ∗t − Y ∗s )|

≤ C(|t− s|+ |Y ∗t − Y ∗s |).

So the (H− ε)-Hölderianity of the paths of (X∗t )t∈[0,T ] follows by the (H− ε)-Hölderianity of

the paths of (Y ∗t )t∈[0,T ] and by treating the term |t−s| exactly as in (5.10)-(5.11). It remains

to check that (X∗t )t∈[0,T ] satisfies (5.2) pathwise. To this aim we are going to apply formula

(31) in [15]. By the mean value theorem we have

|G′2(t, Y ∗t )−G′2(s, Y ∗s )| = |σ(t, Y ∗t )− σ(s, Y ∗s )| ≤ C(|t− s|+ |Y ∗t − Y ∗s |),

where C is some positive constant. Therefore, the paths t 7→ G′2(t, Y
∗
t ) are Hölder continuous

of order H − ε. Since 2H − ε̄ > 1 for some ε̄ > 0, by formula (31) in [15] and the fact that

(Y ∗t )t∈[0,T ] is solution of (5.6), we deduce

G(t, Y ∗t )−G(0, Y ∗0 ) =

∫ t

0

G′1(s, Y
∗
s ) ds+

∫ t

0

G′2(s, Y
∗
s ) dY ∗s

=

∫ t

0

G′1(s, Y
∗
s ) ds+

∫ t

0

G′2(s, Y
∗
s )(A(s, Ys) ds+ dBH

t )

=

∫ t

0

G′1(s, Y
∗
s ) ds

+

∫ t

0

G′2(s, Y
∗
s )

(
F ′1(s,G(s, Y ∗s )) ds+

b(s,G(s, Y ∗s ))

σ(s,G(s, Y ∗s ))
ds+ dBH

t

)
(5.12)

= −
∫ t

0

F ′1(s,G(s, Y ∗s ))σ(s,G(s, Y ∗s )) ds

+

∫ t

0

σ(s,G(s, Y ∗s ))

(
F ′1(s,G(s, Y ∗s )) ds+

b(s,G(s, Y ∗s ))

σ(s,G(s, Y ∗s ))
ds+ dBH

t

)
(5.13)

=

∫ t

0

b(s,G(s, Y ∗s )) ds+

∫ t

0

σ(s,G(s, Y ∗s ))dBH
t ,
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where in (5.12) we used (5.7) and in (5.13) we used (5.4) and (5.5). The claim follows

noticing that by the definition of G and y0 we have G(0, y0) = G(0, F (0, x0)) = x0.

Uniqueness Let (X∗∗t )t∈[0,T ] be another solution of (5.2). Since X∗∗t is (H − ε)-Hölder

continuous, we have that σ′2(t,X
∗∗
t ) is (H− ε)-Hölder continuous and so F ′2(t,X

∗∗
t ) is Hölder

continuous of order H − ε. Applying again formula (31) in [15], we have

F (t,X∗∗t ) = y0 +

∫ t

0

F ′1(s,X
∗∗
s ) ds+

∫ t

0

F ′2(s,X
∗∗
s ) dX∗∗s

= y0 +

∫ t

0

F ′1(s,X
∗∗
s ) ds+

∫ t

0

F ′2(s,X
∗∗
s )(b(s,X∗∗s ) ds+ σ(s,X∗∗s ) dBH

s )

= y0 +

∫ t

0

(
F ′1(s,X

∗∗
s ) +

b(s,X∗∗s )

σ(s,X∗∗s )

)
ds+BH

t .

By applying Gronwall’s Lemma one may easily check that the solution to (5.6) is indeed

unique. Therefore, for any t ∈ [0, T ], F (t,X∗) = F (t,X∗∗t ) a.s., i.e. for any t ∈ [0, T ],

X∗ = X∗∗t a.s.. �

Proof of Lemma 5.3. Throughout this proof we use the notation introduced in the proof of

the previous lemma. We first show (Yt)t∈[0,T ] ∈ D1,2 and

DsYt = 11[0,t](s)

(∫ t

s

A′2(u, Yu)DsYu du+KH(t, s)

)
,

where (Yt)t∈[0,T ] is the unique strong solution to (5.6). Consider the sequence of stochastic

processes ((Y
(n)
t )t∈[0,T ])n≥0 defined recursively in the proof of Lemma 5.1. We start showing

by induction on n ≥ 0 that ((Y
(n)
t )t∈[0,T ])n≥0 ∈ D1,2 and

DsY
(n)
t = 11[0,t](s)

(∫ t

s

A′2(u, Y
(n−1)
u )DsY

(n−1)
u du+KH(t, s)

)
, n ≥ 0 (5.14)

where DsY
(−1)
t = 0. On the space of step functions on [0, T ] define the linear operator

K∗H11[0,t](s) = KH(t, s)11[0,t](s).

Letting DBH denote the Malliavin derivative operator with respect to the fBm, we have

DBH
s Y

(0)
t = 11[0,t](s)

and so by Proposition 5.2.1 in [9] it follows (Y
(0)
t )t∈[0,T ] ∈ D1,2 and

DsY
(0)
t = K∗H11[0,t](s) = KH(t, s)11[0,t](s).
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This proves the basis of the induction. Now assume the claim for n − 1, n ≥ 2. Since

(Y
(n−1)
t )t∈[0,T ] ∈ D1,2, there exists a sequence of smooth random variables (Y

(n−1)
k,t )k≥1 such

that ‖Y (n−1)
k,t − Y (n−1)

t ‖1,2 → 0, as k →∞. Consider the sequences
Y

(n)
k,t = y0 +

∫ t
0
A(u, Y

(n−1)
k,u ) du+BH

t ,

DsY
(n)
k,t = 11[0,t](s)

(∫ t
s
A′2(u, Y

(n−1)
k,u )DsY

(n−1)
k,u du+KH(t, s)

)
(where the term DsY

(n)
k,t is computed by using Proposition 1.2.3 in [9]). Since A(u, ·) ∈ C1

b(R),

we have that (Y
(n)
k,t )k≥1 ∈ D1,2. Using the boundedness of A′2(u, ·) and that ‖Y (n−1)

k,t −
Y

(n−1)
t ‖1,2 → 0, as k → ∞, one may easily check that ‖Y (n)

k,t − Y
(n)
t ‖1,2 → 0, as k → ∞,

where 
Y

(n)
t = y0 +

∫ t

0

A(u, Y (n−1)
u ) du+BH

t ,

DsY
(n)
t = 11[0,t](s)

(∫ t

s

A′2(u, Y
(n−1)
u )DsY

(n−1)
u du+KH(t, s)

)
.

Therefore, ((Y
(n)
t )t∈[0,T ])n≥0 ∈ D1,2 for all n ≥ 0. We already showed (see the proof of the

previous lemma) that Yt is the L2-limit of Y
(n)
t . Moreover, since A′2 is bounded, for some

constant C > 0,

E

[∫ t

0

|DsY
(n+1)
t |2 ds

]
≤ 2E

[∫ t

0

((∫ t

s

A′2(u, Y
(n)
u )DsY

(n)
u du

)2

+K2
H(t, s)

)
ds

]

≤ 2C

∫ t

0

∫ t

s

E[|DsY
(n)
u |2] duds+ 2t2H

≤ 2C

∫ t

0

∫ u

0

E[|DsY
(n)
u |2] dsdu+ 2t2H .

Setting ψn(u) =
∫ u
0

E[|DsY
(n)
u |2] ds, we have

ψn+1(t) ≤ 2C

∫ t

0

ψn(u) du+ 2T 2H . (5.15)

We note that ψ0(u) =
∫ u
0

E[|DsY
(0)
u |2] ds = u2H ≤ 2T 2H . Then, we have

ψ1(t) ≤ 4CT 2Ht+ 2T 2H , ψ2(t) ≤ 2T 2H (2Ct)2

2!
+ 2T 2H 2Ct

1!
+ 2T 2H ,

and

ψn(t) ≤ 2T 2H

n∑
k=0

(2Ct)k

k!
.
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Consequently,

sup
n

E

[∫ t

0

|DsY
(n)
t |2 ds

]
= sup

n
ψn(t) ≤ 2T 2He2CT <∞.

By Lemma 1.2.3 in [9], we deduce that Yt ∈ D1,2 (and DY
(n)
t → DYt in the weak topology

of L2(Ω, L2[0, T ])). Applying the operator D to the equation (5.6) we deduce

DsYt = 11[0,t](s)

(∫ t

s

A′2(u, Yu)DsYu du+KH(t, s)

)
. (5.16)

Solving the equation (5.16) with the initial condition DsYs = K(s, s) = 0, we have

DsYt =

∫ t

s

(KH)′1(v, s) exp

(∫ t

v

A′2(u, Yu) du

)
dv, s ≤ t.

On the other hand, by simple computations we deduce

A′2(u, Yu) =

(
b′2 −

σ′2b

σ
− σ′1

σ

)
(u,G(u, Yu)) =

(
b′2 −

σ′2b

σ
− σ′1

σ

)
(u,Xu),

hence

DsYt =

∫ t

s

(KH)′1(v, s) exp

(∫ t

v

(
b′2 −

bσ′2
σ
− σ′1

σ

)
(u,Xu) du

)
dv, 0 ≤ s ≤ t.

The claim follows noticing that from the relation Xt = G(t, Yt) and Proposition 1.2.3 in [9]

we have (Xt)t∈[0,T ] ∈ D1,2 and

DsXt = G′2(t, Yt)DsYt = σ(t,Xt)DsYt.

�

For the sake of completeness we recall the related bounds proved in [2]. They considered a

stochastic differential equation of the form

Xt = x0 +

∫ t

0

V0(Xs) ds+

∫ t

0

V1(Xs) dBH
s , t ∈ [0, 1], (5.17)

and proved the following two Gaussian estimates for the density of Xt: (i) If V1 ≡ σ > 0 is

a positive constant, V0 is such that M := supx∈R |V ′0(x)| ∈ (0,∞) and H ∈ (0, 1) then, for

any t ∈ (0, 1], the density pXt of Xt satisfies

E[|Xt − E[Xt]|]
c1σ2t2H

exp

(
−(x− E[Xt])

2

c2σ2t2H

)
≤ pXt(x) ≤ E[|Xt − E[Xt]|]

c2σ2t2H
exp

(
−(x− E[Xt])

2

c1σ2t2H

)
,

(5.18)
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for any x ∈ R and some constants c1, c2 > 0 depending only on M and H, see Theorem 3.2

in [2]; (ii) If H ∈ (1/2, 1), V0, V1 ∈ C1
b(R) and c ≤ infx∈R |V1(x)| ≤ supx∈R |V1(x)| ≤ C, for

some constants c, C > 0, then, for any t ∈ [0, 1], the density pXt of Xt satisfies

1

C1

√
2πt2H

exp

(
−C1

(x− x0)2

2t2H

)
≤ pXt(x) ≤ 1

C2

√
2πt2H

exp

(
−C2

(x− x0)2

2t2H

)
, (5.19)

for any x ∈ R and some constants C1, C2 > 0, see Theorem 4.2 in [2].

Note that the stochastic differential equation (5.2) that we considered is more general

than (5.17) since we allow the drift and diffusion coefficients to depend on the time. In

this generality we are able to prove existence and uniqueness of a strong solution to (5.2)

under Assumption 5.1 which in turn requires H ∈ (1/2, 1). For this reason our Gaussian

estimates hold only if the Hurst parameter lies in (1/2, 1). Note that the estimates (5.3) are

similar to the estimates (5.18), indeed the derivation of both these inequalities is based on

Theorem 3.1 in [8] (see Proposition 2.1). In particular, note that if T = 1, b(t, x) = b(x),

M := supx∈R |b′(x)| and σ(t, x) ≡ σ then the estimates (5.3) coincide with the estimates

(5.18) with c1 := 2e−2M and c2 := 2e2M . Finally, we note that the estimates (5.3) are different

from the estimates (5.19), which are indeed obtained by using Malliavin type techniques

which do not rely on Theorem 3.1 in [8].
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