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This paper will introduce how machine learning methods and shallow semantic parsing can be applied for natural language 
understanding. One of the tasks in NLU is recognizing textual entailment, which is to decide whether the meaning of a text can 
be inferred from meaning of other one. In our work, we conduct an empirical study of the RTE task for Japanese, adopting a 
machine learning-based approach. We analyze the effects of using bilingual features, machine learning algorithms, and the 
impact of RTE resources on the performance of a RTE system. We also investigate the use of machine translation for the RTE 
and show that MT can be used to improve the performance of our RTE systems. We achieved promising results when attended 
the competitions on NTCIR-9 and NCTIR-10. The second task we would like to present in this paper is finding contradiction in 
texts. This task is difficult in the sense that we need to deeply understand the texts in order to find contradiction. Previous work 
on finding contradiction in text incorporate information derived from predicate-argument structures as features in a learning 
framework. In this paper, we would like to use sallow sematic parsing for these tasks using a simple rule-based framework. We 
discuss that our methods can be used with the learning based approaches for finding contradiction in texts. 

 
 

1. Introduction     

Recognizing Textual Entailment (RTE) is a fundamental task in 
Natural Language Understanding. It has been proposed with the 
aim of building a common applied semantic framework for 
modeling language variability [Dagan et al. 2006]. Given two 
text portions T (text) and H (hypothesis), the task is to 
determine whether the meaning of H can be inferred from the 
meaning of T. Textual entailment recognition is an important 
task for many natural language processing applications 
including machine translation, question answering, and text 
summarization. Textual entailment recognition has been paid 
much attention in English. There are a few systems for other 
language than English like Japanese and Vietnamese.  In this 
paper, we would like to investigate how machine-learning 
approaches can be applied for other languages than English. We 
will empirically show which machine-learning model is 
appropriate for RTE problems in Japanese. In addition, we will 
indicate how bilingual features can effect to the performance of 
learning based RTE systems.    
  Another subtask of natural language understanding is to find 
contradiction in text (Marneffe et al., 2008).  This task is 
necessary for many potential applications. For instance, 
contradiction needs to be recognized by question answering 
system or multi-document summarization systems (Harabagiu et 
al., 2006).  Supervised learning model is used for the problem 
of recognizing contradiction (Marneffe et al., 2008). The 
limitation of this model is that we need to have annotated data, 
which require human effort and time consuming.  In contrast to 
previous works, we focused on rule-based system for finding 
contradiction in texts, which would be used as an initial system 
for generating training data for supervised learning. The main 
component of our system is a contradiction detection module, 
which relies on the alignment of semantic role (SRL) frames 
extracted from the text and the hypothesis in each pair. We also 
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consider using the binary relations extracted from the text and 
the hypothesis for finding the contradiction in text.  Evaluation 
experiments on standard data sets (Giampiccolo et al., 2007; 
Giampiccolo et al., 2008; Bentivogli et al., 2009) show that the 
proposed system achieves better recall and F1 score for 
contradiction detection than the baseline methods, and the same 
recall as a state of the art supervised method for the task.   
  The remainder of the paper is organized as follows. Section 2 
presents the proposed textual entailment recognition and Section 
3 shows our method for finding contradiction in texts. Section 4 
draws our conclusion and future works. 

2. Textual Entailment Recognition using 
machine learning 

2.1 The learning framework for RTE 
 Machine learning approaches have been applied successfully to 
many domains.  In this paper we will show how it can be 
beneficial for textual entailment tasks. There are two important 
components for learning in RTE.  The first question is that 
which learning method would be appropriate for this task. 
Typically, textual entailment recognition is referred to a binary 
classification method. We have investigated a number of 
machine learning models for RTE tasks.  The machine learning 
models used in our work including SVM, Maximum Entropy 
Model, Random Forest, Boosting, and Bagging models.  
  Figure 1 shows the proposed machine-learning framework for 
RTE problem. The RTE system is divided into four main 
modules: bilingual enrichment, preprocessing, feature 
extraction, and training.  At the beginning, each Japanese pair 
T/H is automatically translated into English using a MT engine. 
Then in preprocessing, both the Japanese pair and its associated 
translation pair are analyzed. After that, we use the features 
extracted from the pair and its translation for an entailment 
classifier to determine if the entailment relationship exists in the 
pair or not.
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Figure 1.  The proposed framework of RTE [Pham et al., 2012] 

 
The entailment classifier is trained on the training set consisting 
of pairs T/H with their gold labels. In our framework, we 
investigate several machine learning algorithms for the RTE 
tasks: Support Vector Machines (SVMs) [Vapnik 1998], 
Maximum Entropy Model [Berger et al. 1996], and three 
ensemble learning algorithms: Bagging [Breiman 1996], 
Random Forest [Breiman 2001] and AdaBoost [Freund and 
Schapire 1996]. We selected Weka [Hall et al., 2009] as the tool 
for our machine learning models. 

2.2 Feature Sets 

The second component of RTE using machine learning 
approach is the feature space.  We explored various kinds of 
feature sets including:  Similarity Features, Entailment 
Probability, Dependency Relation Overlap Features, Named 
Entity Mismatch, and Polarity Mismatch. The detail descriptions 
about feature sets are shown in our previous works [Pham et al., 
2012][Pham et al., 2013a]. In the scope of this paper, we briefly 
describe the feature set in our system as follows. 

Similarity features:  We used a large part of similarity features 
in the entailment classifier, which include: word overlap, 
Levenshtein distance [Malakasiotis and Androutsopoulos 2007], 
BLEU measures [Papineni et al. 2002], Longest Common 
Subsequence String (LCS)[Hirschberg 1977], Jaccard 
Coefficient, Dice Coefficient, Manhatan Distance, Euclidean 
Distance, Jaro-Winkler distance [Winkler 1999], and Cosine 
Similarity. These similarity measures are calculated in the pair 
of strings and then each similarity measure will be used as a 
feature for our learning model.  

Entailment Probability. The entailment probability that T entails 
H is computed based on the probabilistic entailment model in 
[Glickman et al. 2005]. This feature will be used in our learning 
model. 

Dependency Relation Overlap Features. Dependency relation 
overlap has been used in paraphrase identification [Wan et al. 
2006]. This feature will be used in our learning framework. 

Named-Entity Mismatch. In a pair T/H, if the hypothesis 
contains a named-entity, which does not occur in the text, the 
text may not entail the hypothesis. An indicator function π is 

used to compute the named-entity mismatch feature of T and H: 
π(T, H) = 1 if H contains a named-entity that does not occur in T 
and π(T,H) = 0, otherwise. Named-entity mismatch for both 
Japanese pairs and their associated English translation pairs are 
computed. 

Polarity Mismatch. The polarity mismatch in a pair T/H may 
indicate that T does not entail H. We compute polarity mismatch 
in a pair T/H using the Polarity Weighted Word List [Pham et 
al., 2012]. In that list, each Japanese word is associated with a 
weight that indicates whether the word has positive meaning or 
negative meaning. We use an indicator function to capture if 
words in the root nodes of dependency parses of T and H have 
opposite polarity. The polarity mismatch is applied only on 
Japanese pairs. 

2.3 Data and Experimental Results 

We preformed our experiment on the benchmark data for 
Japanese RTE subtasks: binary-class subtask (BC subtask) 
[Shima et al., 2011]. The BC subtask is the basic problem 
setting of RTE, which is to determine whether the meaning of a 
hypothesis H can be inferred from the meaning of a text T. The 
data set consists of pairs T/H along with their gold-standard 
labels “Y” or “N”. An entailment classifier is trained on the 
training data and evaluates the trained classifier on the test 
portion. Classification accuracy and average F1-score are used 
to evaluate RTE methods. We evaluated the proposed systems 
using several machine learning approaches and feature sets. We 
run the system using two settings for each machine learning 
approaches. The first setting and the second setting use 
monolingual features (extracted from Japanese pairs for training 
and testing) and the bilingual features (extracted from both 
original Japanese pairs and their associated English translation 
pairs), respectively. To obtain English translation pairs, we used 
the Google API translation component. We also tried with other 
API (i.e. BING), however the results are not much different. 
Table 1 showed that our method significantly outperforms three 
baselines. Especially, we obtained the best accuracy when we 
use bagging algorithm with bilingual features (accuracy of 
58.6%).  Table 1 also clearly indicated that bilingual features 
could improve the performance of RTE systems in terms of 
accuracy and F-measure.  
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Fig. 1. Architecture of Japanese RTE System

exists in the pair or not. The entailment classifier is trained on the training set con-
sisting of pairs T/H with their gold labels.

In experiments, we investigate several machine learning algorithms for the RTE
task: Support Vector Machines (SVMs) [Vapnik 1998], Maximum Entropy Model
[Berger et al. 1996], and three ensemble learning algorithms: Bagging [Breiman 1996],
Random Forest [Breiman 2001] and AdaBoost [Freund and Schapire 1996].

4.1. Bilingual Enrichment
In order to make use of the bilingual constraint for RTE, original RTE corpus in
Japanese is automatically translated into English, using Google Translator Toolkit1.
In experiments, we try Microsoft Bing Translator2 and compare the overall accuracy
when we use Google Translator in the Bilingual Enrichment module.

4.2. Preprocessing
4.2.1. Japanese Pairs. We use Cabocha tool [Kudo and Matsumoto 2002] for data

preprocessing. For each pair, preprocessing process consists of tokenizing, chunking,
named entity recognition, and dependency parsing. Parsed content of each sentence is
represented in XML format.

4.2.2. English Pairs. Each Japanese T/H pair in our corpus is associated with its En-
glish translation. We use Stanford-CoreNLP tool to perform preprocessing for English
pairs3. Stanford-CoreNLP provides a set of fundamental natural language processing
tools which can take raw English text input. At lexical level, we use the tool to perform
tokenization, lemmatization, part-of-speech tagging, and named-entity recognition. At
syntactic level, dependency parsing is done.

1Google Translator Toolkit: http://translate.google.com/toolkit
2Microsoft Bing Translator is available online at:http://www.microsofttranslator.com/
3Stanford CoreNLP is available on: http://nlp.stanford.edu/software/corenlp.shtml

ACM Transactions on Asian Language Information Processing, Vol. 9, No. 4, Article 39, Publication date: December 2012.
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Table 1.  The experimental results for other machine learning 
models and feature set  

Method Accuracy (%) F-measure 

LLM Baseline 49.0 0.48 

PA-matching  49.2 0.37 

Two-stage method 51.6 0.465 

SVM-bilingual (mono) 56.4  56.2 0.564 0.56 

MEM-bilingual (mono) 55.6 54.8 0.553 0.54 

Bagging-bilingual (mono) 58.6 57.8  0.586 0.578 

Random Forest-bi (mono) 55.8  54.2 0.558 0.542 

Adaboost-bilingual (mono) 56.6 56.4 0.566  0.564 

 

We saw that Bagging and SVM model are better than MEM and 
other learning methods. We selected these two models for 
testing on the NTCIR-9 and NTCIR-10 competitions.  Table 2 
shows our performance in the completion tests.  

Table 2. Official Runs on BC Subtask at NTCIR9-RITE and 
NTICR10-RITE 

Methods NTCIR-9 NTCIR-10 

SVM+bilingual features  0.580 0.762 

Bagging+bilingual features 0.586 0.768 

 
In NTICR-9, our system achieved the best result and in NTCIR 
10 our system achieved the performance, which is better than 
the average result.  

3. Finding Contradiction in text 

This section will describe our study on finding contradiction in 
text. Unlike previous works, which focus on machine learning 
model for this task, we discuss how a rule-based method can be 
used as initial step for the learning based approach in term of 
generating data for supervised learning models. First, we would 
like to introduce an overview of our framework and then we 
show our experimental results on benchmark data sets.  

3.1 The Approach  
Figure 2 shows the architecture of the proposed system. The 
system takes as input a pair (T,H).  T and H are input to the 
Linguistic Analysis module, which performs text preprocessing, 

semantic role labeling (SRL), and relation extraction for T and 
H.  To obtain semantic role labeling we applied the tool 
described in [Collobert et al., 2011].  There are two main modules 
in the contradiction detection component.  

• The first model (SRL-based module) checks the 
contradiction relationship in the pair over verb frames 
(SRL frames). 

• The second module – triple-based module utilizes 
binary relations extracted from T and H for 
classification.  

The CD component is organized in a two-stage scheme. If the 
SRL-based module fails to check the contradiction relationship, 
the triple-based module will be used as a backup engine. The 
two-stage scheme is proposed to address the low-coverage 
problem of the SRL-based module. The detail of our 
components is described in our technical report [Pham et al., 
2013b]. 

 

Figure 2.  The checking contradiction system [Pham et al., 2013b] 

3.2 Experimental Results  
In experiments, we evaluate the proposed method on the test 
sets of the three-way subtask at RTE-3, RTE-4, and RTE-5 
competitions (Giampiccolo et al., 2007; Giampiccolo et al., 
2008; Bentivogli et al., 2009). The development sets provided at 
each competition are used to turn threshold values in two CD 
modules of the system. We use Precision, Recall, and F1 score 
of the contradiction label as evaluation measures. The first 
baseline method is the method presented in (Marneffe et al., 
2008), which employed supervised machine learning techniques 
for the CD task. The second baseline is the BLUE system of 
Boeing’s team (Clark and Harrison, 2009) at RTE-4 and RTE-5 
competitions. We also compare the results achieved by our 
system with average results of submitted systems for RTE-3, 
RTE-4 and RTE-5 challenges. In order to assess the 
effectiveness of the two-stage systems scheme, we separately 
run each CD module on the three data sets and compare the 
results with those of the combined system.
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Figure 1: The architecture of the contradiction detection system

born in”, “Canada”) is extracted from the sentence

“John was born in Canada.”

Extracting triples by using REVERB

REVERB is a tool which can automatically iden-

tify and extract binary relations from English sen-

tences. The input of REVERB is a POS-tagged

and NP-chunked sentence and its output is a set of

extraction triples. In order to provide information

of how reliable an extraction triple is, REVERB

assigns confidence scores for resulting extraction

triples by using a logistic regression classifier. The

confidence function is trained on manually anno-

tated extraction triples extracted from 1000 sen-

tences from the Web and Wikipedia. In this study,

we only use high-score extraction triples.

Although triples extracted by REVERB are

useful for the CD task, there are many useful re-

lations that REVERB cannot extract. First, in a

triple extracted by REVERB, arguments are near-

est noun phrases to the right and the left of the

relation phrase, so relations between noun phrases

whose distances are long may not be recognized,

such as the equivalent relation between two entity

mentions in the same co-reference chain. Ana-

lyzing contradiction examples in data sets of RTE

competitions, we find that “isA” relations which

specify the equivalent relation of two objects, are

useful relations for the CD task. Second, in some

cases, relation phrases of two extraction triples

cannot be compared without using inference rules

that specify the entailment relationship between

two triples. Thus, we use the available corpus of

inference rules obtained from (Berant et al., 2011)

to transform original extraction triples.

Extracting “isA” relations from co-reference

chains

One key improvement that has been made on data

sets of recent RTE challenges is that in each pair,

the text T is normally a text segment of multi-

ple sentences (Giampiccolo et al., 2008). Thus,

co-reference resolution is an useful information

source for RTE. Given a co-reference chain C of

entity mentions referring to the same entity in the

world, we apply the procedure as follows to obtain

“isA” relations. First, we extract the set of men-

tions which are recognized as named entities in the

chain C . Denote the named entity set as C1 and

the set of remaining mentions in the chain C as C2.

For each mention M1 in C1 and mention M2 in

C2, we generate the “isA” relation (M1, isA,M2).

Extracting “isA” relations from noun phrases

The second source from which we extract “isA”

relations is noun phrases. If the ending part a

noun phrase NP is recognized as a named entity,

we can extract an “isA” relation from that. For

example, the triple (“Peter Lawrence”, isA, “her

father”) is extracted from the noun phrase “Her fa-

ther Peter Lawrence.” In order to avoid incorrect

triples to be extracted like the triple (“John and”,

isA, Mary) from the noun phrase “John and Mary,”
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Table 3.  Experimental results on the benchmark data 
Method RTE-3 RTE-4 RTE-5 

F1 P R F1 P R F1 P R 
Marneffe  21.04 19.44 22.95 - - 
Blue system - 16.13 41.67 10.0 11.54 42.86 6.67 
Average result 14.28 10.72 11.69 13.63 25.26 13.47 14.79 26.40 13.70 
SRL-based 14.28 13.41 15.27 19.55 22.41 17.33 19.23 22.72 16.67 
Triple-based 13.59 22.58 9.72 14.49 26.3 10.0 16.67 19.48 16.67 
Our system 16.27 14.0 19.44 22.82 23.0 22.67 24.4 21.14 28.89 

The first module will compare the SRL-based contradiction 
score of each pair with a threshold. If the score is greater than or 
equal to the threshold, it determines that the contradiction 
relation exists in the pair. Similarly, the second module 
recognizes the contradiction relationship by using triple-base 
contradiction scores, which are calculated on the pair.  
  Table 3 provides experimental results achieved on test sets of 
RTE-3, RTE-4, and RTE-5 challenges by our system and 
baseline methods. Table 3 shows that the proposed system 
consistently obtained better recall values and F1 scores than 
those of baseline methods except the supervised machine 
learning-based method in (Marneffe et al., 2008). The results 
suggest that it would be helpful if we could combine the 
supervised learning approach with other methods. Table 3 
indicated that the SRL-based module achieved better recall and 
F1 score than those of the triple-based module. It could be 
explained that the information contained in shallow semantic 
representations is richer than that of extraction triples, so the 
SRL-based module covers more contradiction phenomena than 
the triple-based module. It indicated that our system could 
recognize more contradiction phenomena than the baseline 
methods. Furthermore, the combined system consistently 
obtained better recall and F1 score than each individual module. 
Experimental results also show that the second backup module 
increases the coverage of contradiction phenomena for our 
system. Our system achieved the best precision in RTE-3, 
RTE-4, and RTE-5 in comparison with other strong baseline 
systems. The results strongly suggested that our method could 
perform in any text documents to find contradiction because we 
do not need training data. We can exploit our system to obtain 
labeled data for supervised learning frameworks.  

4. Conclusions  

This paper presents a machine learning approach for textual 
entailment recognition and semantic processing for finding 
contradiction in text. We have shown that the use of bilingual 
information with machine learning models is essential for 
improving the accuracy of RTE.  Ensemble learning model 
(bagging) achieved the best performance in comparison with 
other machine learning models. We also compared the machine 
learning approach for finding contradiction in texts with our 
rule-based model using semantic processing. Experimental 
results on the benchmark data showed that our approach can be 
used as an initial step for generating training data for the 
learning based approach in the task of finding contradiction in 
texts.   
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