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Abstract

The task of updating information is a significant task in the context that many applica-

tions require documents to be updated quite often. In legal domain, it is an important

task because of the massive number of legal updates and the cross-reference problem.

Our research copes with a special case of the information update task, the information

insertion task which aims to determine the most appropriate location to insert a piece of

new information into an existing document.

In [6], the information insertion task was formulated as a hierarchical ranking problem.

Each document is represented as a hierarchy of sections, paragraphs. Then, the insertion

is operated over that hierarchical tree. To determine the best paragraph in the document

to add a new sentence, all paragraphs of the document are ranked by a ranking function

computed for each insertion sentence/paragraph pair and then, the paragraph with the

highest score will be chosen. The ranking function for each insertion sentence/paragraph

pair is computed based on a weight vector learned from training data. The training

procedure was implemented in an online learning framework with the Perceptron algo-

rithm [13, 8].

We investigated ranking models for the information insertion task on two datasets:

Wikipedia insertion dataset obtained from [6] and Legal dataset built by ourselves. The

Legal dataset was built from the United States Code which is a compilation and codifi-
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cation of general and permanent federal law of the United States. The results show that

when the deep semantics analysis for texts is not performed, the ranking models with the

supervised approach outperform the unsupervised methods for the information insertion

task.

In Natural Language Processing, semantic relations between words can be exploited

when measuring semantic text similarity of two text segments. In our research, we pro-

posed a method of measuring topical overlap between two text segments, which incorpo-

rates word clusters [5, 21, 24], and used these similarity measures as additional semantic

features in the learning model. In our method, first, word clusters are derived from un-

labeled data. Then, extracted word clusters are used as intermediate representations of

words to exploit the semantic similarity and semantic relatedness between words which

are different in surface forms but semantically related. The semantic text similarity scores

are computed with various kinds of similarity functions. Our results show that combining

cluster-based features with baseline features can boost the performance of the informa-

tion insertion task on two datasets. In the best setting, we obtained 40.4% accuracy of

choosing paragraphs on Wikipedia dataset and 52.3% accuracy of choosing section on

Legal dataset.
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Chapter 1

Introduction

Nowadays, we are living in the society in which information is endlessly updated. For

example, editors of newspapers always have to revise articles or write new ones when

new information becomes available; personal websites are modified as status of individu-

als changes; legal documents need updating regularly, etc. With a rapid growth of World

Wide Web and shared community resources on the internet, the task of updating informa-

tion efficiently for very large text databases as new information emerges is a challenging

problem. In the English version of Wikipedia, in average, there are more than four million

edits per month in 20081. The task of updating Wikipedia articles requires much time

and human efforts. Therefore, some tools that aid collaborative updating or automat-

ically perform updates could decrease maintenance efforts and potentially improve the

document quality.

In legal domain, updating information is an important task. Since legal documents

stipulate rules of social behaviors, they need to be revised regularly to respond changes in

the society or in organizations. However, the task of updating legal documents requires

much time and human effort because of two reasons. First, the number of legal documents

that we have to deal with when updating legal documents is very large. For example, large

organizations whose daily activities are based on a set of legal documents, always have to

process a massive number of legal documents and numerous legal updates. Secondly, one

1http://stats.wikimedia.org/EN/TablesWikipediaEN.htm
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legal document often has relations with others or refers to related legal documents. Such

kind of cross-reference raises a problem when updating legal documents that one revision

in a document may lead to change requirements in related documents.

The demands of supporting systems to assist legislators in making and updating law

documents may increase because of some trends. First, the availability of the increasing

number of online electronic law databases allows users to easily access law documents.

Secondly, nowadays, e-government is becoming more and more popular. E-government or

digital government is a term used to refer to the use of information and communication

technology to provide and improve services, transactions and interactions with citizens,

businesses, and other arms of governments [40]. With e-government, the interactions

between citizens and the government have become much easier than before. Finally,

the set of technologies called Web 2.0 is making e-government more practical, because

both Web 2.0 and e-government are about to build communities and connect people.

We believe that with the development of Web technologies, citizens who are end users of

information systems can play more important roles in building the policies of governments

or organizations in the near future.

In recent years, a new research field called Legal Engineering was proposed in order to

achieve a trustworthy electronic society [17, 18]. One of the issues in Legal Engineering

is to study methods of examining and verifying whether a law is updated consistently for

its revisions by translating legal sentences into logical forms [20, 28]. This task remains

challenging and it is beyond the scope of our thesis. Nevertheless, it demonstrates the

significance of studying the information update task in legal domain.

With the above overview, we can see that the information update task is a very chal-

lenging problem. In our master thesis, we deal with the information insertion task which

is a special case of the information update task. The information insertion task was pro-

posed by Chen et al. [6]. More specifically, the information insertion task is to add a piece

of new information into an existing hierarchically structured document while guarantee-

ing that new information is topically close to the surrounding context of the insertion

location, and the continuity and coherence of the original document are preserved.
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Chen et al. [6] modeled the information insertion task as a hierarchical structure ranking

problem in which all candidate locations will be ranked by a ranking function when

determining the best location to insert the new information. The location with the highest

score will be chosen.

In the information insertion task, semantic text similarity measures between new in-

formation and the surrounding context of a location point were used as topical overlap

features in the supervised learning framework. Semantic text similarity is an impor-

tant concept in Natural Language Processing and has been applied in many tasks. For

example, the text similarity score has been used to rank documents given a query in In-

formation Retrieval [1] or to identify the central sentence of each cluster of sentences in

centroid-based text summarization [35], etc.

In [6], only surface representations of words were used when measuring the topical

overlap between new information and surrounding context of candidate insertion locations.

However, that method cannot exploit relations between words which are semantically

related. Therefore, it is attractive to consider using the intermediate representations of

words rather than the words themselves to exploit the semantic similarity between words.

The idea of using intermediate representations of words has been applied successfully

in many NLP tasks, such as Named-Entity Recognition tasks [27, 24], Chinese Word

Segmentation [24] and recently, Dependency Parsing [21]. In these researches, first, word

clusters were extracted from unlabeled data and then, semantic features based on word

clusters were incorporated into supervised learning models to improve the performance of

the tasks.

In this thesis, we study methods of using intermediate word representations based on

word clusters to capture topical closeness between two text segments, and then apply

these methods to the information update task. Our approach is as follows. First, we

extract features based on intermediate representations of words, and then incorporate

these features into the learning model.

We conducted experiments on two data sets: Wikipedia insertion dataset obtained

from [6] and the Legal dataset built by ourselves. In present, there is no available Legal

3



dataset for the information insertion task. Thus, we proposed a method of building the

insertion dataset from raw texts in the United States Code data [42], a law database of

the United States.

In short, the contributions of our thesis are as follows:

1. We built the Legal dataset for the information insertion task, a special case of the

updating task.

2. We investigated the effect of existing processing models for the Legal dataset. Due to

the differences between Legal data and Wikipedia insertion data, processing models

and features were modified to adapt to the new data.

3. We extended the method of using features based on word clustering for the infor-

mation update task. Our experiment results on two datasets showed improvements

of the method against baselines.

Our thesis is organized in six chapters. In Chapter 1, we introduce the motivation,

purpose of our research, and main contributions. Chapter 2 gives the description of

the information update task. In Chapter 3, we formally present the existing processing

methods for the information update task with some discussions. Our proposed method is

presented in Chapter 4. We describe experiments and results in Chapter 5, and finally,

we give the conclusions in Chapter 6.
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Chapter 2

The Information Update Task

In this chapter, we will describe the information update task, and discuss challenges of the

task. Next, we will present datasets, and give a brief description of the method proposed

in [6]. Finally, we will present some related works with our research.

2.1 The Task

2.1.1 Task Description

When editing a document given a piece of new information, we often find in the document

sections related to the information, and then update found sections while preserving the

coherence and the continuity of the text. In general, updating operations include adding

new information into the document, deleting or modifying existing information in the

document. The content of the document after updating must be consistent with given

new information. In our viewpoint, with the current status of natural language processing

techniques, building a fully automatic system for updating a document, whose quality is

comparable with human editors, may not become a reality in the near future.

In this thesis, we study on a special case of the updating task, the information insertion

task which was introduced by Chen et al., [6]. The research of Chen addressed the task

of inserting a piece of new information into an existing document while preserving the
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Figure 2.1: An example of Wikipedia insertion [6]

continuity and the coherence of the original text. The sentence insertion model was

proposed for the information insertion task with the assumption that new information

is presented in a sentence. More specifically, given a hierarchically structured document

composed of sections and paragraphs, the purpose of the sentence insertion model is to

determine the best paragraph to place the new sentence. Experiments were conducted

on the dataset built from Wikipedia articles. Figure 2.1 shows an example of Wikipedia

insertion.

The main challenge of the information insertion task is to preserve the continuity and

the coherence of the original text after inserting the new sentence. In [6] these properties

were maintained by examining sentences adjacent to each potential insertion point, and

by directly modeling hierarchical structures of documents in the processing model.

With the above task setting, one may naturally come up with issues about the reality

of the insertion task. First, when editing a document, we normally read the document

carefully before modifying it, so we produce sentences and insert them into the document

after we determine insertion points for them. Second, who is supposed to produce the

new information? These issues seem contrast with the task setting in which we are given

a new sentence and document, and we need to determine its insertion location in the

document.
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We argue the reality of the information insertion task. First, essentially, the task is

to insert new information into an existing document. There are many ways to represent

information (e.g., set of words, logic expressions, etc), and a sentence is one of the ways.

Second, we interpret the meaning of the word insertion in a less strict meaning. Insertion

means identifying the appropriate location in a document to place new information pre-

sented in a sentence. The surrounding context of the found location must be related to

the new information. After the insertion location for the new sentence was determined,

the sentences and surrounding sentences of the insertion location may be changed depend-

ing on editors’ purpose. Third, studying the information insertion task is a useful and

significant research in the case of collaboratively edited text database systems in which

a document is edited by many editors, and documents are quite long. We can imagine

that in such a system, new information is collected from various parties and the system

will assist editors to update documents in the database. Finally, experiments in [6] were

conducted on the data derived from Wikipedia articles about biography, which belong to

the category “Living People”. This data is a kind of special data, because new informa-

tion is normally statuses of a certain individual (e.g., an event related to her/him), which

change drastically over time.

In short, the information insertion task was formulated under following assumptions:

• Hierarchical structures of documents are known in advance.

• New information is presented in a sentence, a common way to convey information.

• Only one insertion location is retrieved.

What is the text coherence?

Coherence is a property of well-written texts that makes them more readable than a

sequence of randomly organized sentences [22]. Normally, some documents of which com-

ponents seem to “hang together” better than others are said to be coherent and therefore

easier to read [43]. We need to distinguish two concepts: text coherence and text cohe-

sion. Although cohesive devices such as lexical repletion or word usage can contribute
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to the text coherence, they are different concepts. Text cohesion relates the components’

interconnectedness of a text at surface level while text coherence relates to relations of

the components underline the surface text, namely cognitive relations. For example, two

sentences may have the cause and result relation; state or event asserted by the first sen-

tence causes the state or event asserted by the second sentence [16]. Therefore, capturing

the text coherence requires the deep semantic analysis of the input texts.

There are two levels of the text coherence: local coherence and global coherence. The

local coherence captures the text coherence at the sentence level or the transition from

sentence-to-sentence while the global coherence captures the text coherence of a document

as a whole. Obviously, the local coherence is necessary to the global coherence.

As discussed above, the constraint of the text coherence makes the information update

task challenging. In fact not many coherence factors at the deep semantic level were

captured in the task. In [6], the text cohesion and the chronological order of information

were exploited.

2.1.2 The Information Update Task in Legal Domain

As discussed so far, it is indispensable to study the information update task in legal domain

due to the importance of legal documents and the massive amount of legal updates. In

the areas of legislation, generally, there are two ways to amend statutes: enlargement and

consolidation [30]. The former is to add a new provision into the existing statutes, and

the latter is to revise the statutes word by word according other provisions enacted as

amendment statutes. We consider the former way of updating in our thesis.

For the information insertion task in legal domain, we relax the constraint of text

coherent and text continuity. The task is to find the section for new information to add

with the constraint that the potential section is topically close to the new information.

Legal documents normally are very long with many sections, so this relaxation makes the

information update task in legal document more practical in the real world.
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Figure 2.2: Example of two types of amendements in the U.S Code (amendements are

recorded in the amendment parts after each section). Enlargement: Adding subsections

(f). Consolidation: Substituting words and phrases in the document. Substituted words

and phrases are in bold-face font.
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2.2 Datasets

Experiments in our research were conducted on two datasets: the Wikipedia dataset

obtained from [6], and the Legal dataset built by ourselves for the update task in legal

domain.

2.2.1 Wikipedia Dataset

In [6], the data of insertion were obtained from the update history logs of Wikipedia

articles of the category “Living People”. The log records an article before and after each

change in the article. From this information, the location of every inserted sentence can

be identified. Totally, the Wikipedia dataset consists of 4051 insertion/article pairs from

1503 Wikipedia articles.

2.2.2 Legal Dataset

In our best understanding, currently, there is no dataset for the information update task

in legal domain, so we built Legal dataset by ourselves. The Legal dataset was built

from the United States Code data1. The details of building Legal dataset for information

update task will be presented in Chapter 5 of this thesis.

2.3 Existing Methods

In [6], the information insertion task was formulated as a hierarchical ranking problem.

Each document is represented as a hierarchy of sections, paragraphs, and the insertion

is operated over that hierarchical tree. Features are extracted for each layer of the hi-

erarchy. To determine the best paragraph in the document to add a new sentence, all

paragraphs of the document are ranked by a ranking function computed for each insertion

sentence/paragraph pair and then, the paragraph with the highest score will be chosen.

The score for each insertion sentence/paragraph pair is computed based on a weight vector

1The plain text version is available on http://uscode.house.gov/lawrevisioncounsel.shtml
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learned from training data. In [6], the training procedure was implemented in an online

learning framework with the Perceptron algorithm [13, 8].

2.4 Related Works

2.4.1 Measuring Text Similarity

There are many Natural Language Processing tasks applying text similarity. For instance,

in Information Retrieval [1], documents are ranked in descending order by their relevance

score to an input query, and the relevance score is generally computed based on text

similarity of each document to the query. Text similarity was used to identify the cen-

tral sentence of each cluster of sentences in centroid-based text summarization [35], or

recognizing textual entailment in RTE task [3, 11, 14].

The typical approach of computing text similarity between two text segments is to use

the simple lexical matching method, namely producing the text similarity score based

on overlap level of lexical units in two input segments. In order to improve this simple

method, some term weighting schemes have been proposed such as or BM25 weighting

scheme [36], TF-IDF weighting scheme [1], etc. The drawback of lexical matching-based

methods is that they fail to identify semantic text similarity of two text segments in which

lexical matching does not appear [9].

Many works have been conducted to overcome drawbacks of lexical matching based

methods. Latent Semantic Analysis (LSA) method [12] which aims to find related terms in

large text collections, applies Singular Value Decomposition to transform term-document

matrix approximately, and then uses the transformed matrix for measuring text similarity.

Corley and Mihalcea [9] attempted to combine semantic word-to-word similarity metrics

into text-to-text metric, and reported the improvement against baseline lexical match-

ing methods when applying the new text similarity metric for the task of recognizing

paraphrase and textual entailment.

In our research, we propose the method of measure text similarity using intermediate

representation of words in two input text segments, and investigate effects of this method
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to the information update task. We expect that our proposed method can exploit semantic

relationship of words which are different in their surface forms.

2.4.2 Information Retrieval

Text retrieval task (IR task) [1] aims to find documents in a large text collection, which

are relevant to users’ information needs given by an input query. Documents in the

text collection are ranked based on a ranking function which measures relevance score

between a document and the query, and documents with high score will be returned.

There are some approaches to Information Retrieval. Vector Space Model [1] performs

term-weighting on the query and documents, represents them in vector forms, and then

computes cosine similarity score of each document with the query based on their vector

representations. The Language Modeling approach [33] builds the language model for

each document and ranks documents in descending order of the likelihood to generate the

input query from a document.

The main problem with the word-based Vector Space Models is that relevant documents

which do not contain any of the query terms cannot be retrieved. This problem suggests

that queries need to be reformulated to retrieve relevant information. Some approaches

were proposed for formulating queries. User Relevance Feedback [1] approaches were

based on feedback information from users to reformulate queries through query expansion

or term reweighting. Other approaches [34, 15, 25] attempt to perform query expansion

or indexing based on a similarity thesaurus.

In [15], Gonzalo et.al showed that using WordNet synsets as indexing space instead

of word forms can improve text retrieval. The constraint is that the disambiguation

technique used in the disambiguation step for choosing the correct synset for each term

in both documents and the input query performs well enough. Mihalcea and Moldovan

in [25] proposed a semantic indexing technique that combines the benefits of word-based

and synset-based indexing. First, indexing is constructed for both words and synsets in

the input text, and the retrieval is then performed based on either one or both of these

sources of information. Our proposed method is directly inspired by these works.
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The information update task shares some common properties with the IR task. In

essential, the ranking models applied in our research are linear models in which features

are associated with weights. These weights are learned from training data. In the learning

model, some of features are similarity measures used in the IR task.
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Chapter 3

Processing Methods

In this chapter, we will present the background of processing models we applied in our

research. First, the information insertion task was formulated as a ranking problem.

Next, we will describe two types of models: the Flat model which is trained with the

standard Perceptron algorithm [13, 8], and the Hierarchical model [6] which makes use of

the hierarchical decomposition of features in layers of document hierarchies. We not only

describe general models for the task, but also present how these models were applied in

cases of the Wikipedia insertion data and the Legal data.

3.1 The Setup: A Ranking Problem

As discussed in Chapter 2, the information insertion task can be formulated as a ranking

problem. We are given an existing document and a piece of new information represented

in an input sentence, we need to determine which location in the document which is most

likely to be updated. In order to do that, all locations in the document at a certain

level (e.g., paragraph level) are ranked by a ranking function and the location with the

highest score will be chosen. The ranking function measures the relevance score between

a potential location and the input sentence. There are many ways to define the ranking

function. In our research we chose the supervised learning approach in which the ranking

function is learned from training data.
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Figure 3.1: Two types of document representation. (a) A document with one layer (b) A

document with multi-layers

Formally, in the information insertion task, we are given a set of training instances.

Each training instance is represented by three pieces of information (s, T, �) where s

represents an input sentence, T is an existing document, and � represents the correct

insertion location of the input sentence s into the document T . Given new information, the

document T can be represented as a set of potential insertion locations without considering

its hierarchical structure. For example, the document contains a set of paragraphs and

each paragraph is a location. The document T may be represented as a tree with multi-

layers where potential insertion locations are the set of leaf nodes in the tree. We denote

the set of locations of the document T in the first type and the set of leaf nodes of

the document T in the second type by L(T ). Two types of document representations

correspond to two types of models we present in the latter sections. Figure 3.1 shows two

types of document representations.

In the online learning framework [6], each pair of the input sentence s and a location �i

in the document is associated with a feature vector φ(s, �i). As in common linear models,

the ranking function f(s, �) relies on a weight vector w to measure the relevance score for

each given pair of the input sentence s and a potential insertion location � by computing

the dot product of the weight vector and the feature vector extracted from the pair. The

model chooses one location among the set L(T ) by examining the values returned by the

ranking function.
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3.2 Learning methods

3.2.1 The Flat Method

Model

The model consists of a weight vector w. For each input sentence s, the model outputs

the location among the set L(T ) according to the following formula:

�̂ = arg max
�∈L(T )

w.φ(s, �) (3.1)

L(T ) is the set of paragraphs of the Wikipedia article T in the case of Wikipedia dataset,

or the set of sections of the legal document T in the case of Legal dataset.

Training Algorithm

The task of the learning procedure in the method is reduced to learning the weight

vector w. We applied the Perceptron algorithm [13, 8] in the training phase. Algorithm 1

shows the pseudo-code for the training algorithm of the flat method.

The advantage of the online learning framework with the Perceptron algorithm is that

its implementation is quite simple and it has memory-efficiency when the number of

training instances is large [10].

Flat method is straightforward to understand and implement. However, it does not

consider hierarchical structures of documents and relations between layers in the doc-

ument tree. In a document, some paragraphs may belong to the same section, some

belong to different sections. This information can be used as discriminative features. The

hierarchical method was proposed to make use of hierarchical structures of documents.
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Algorithm 1 Training algorithm of the Flat method

Input: Set of training instances: (si, T i, �i),. . . , (sm, Tm, �m)

Initialize: Set w1 = 0, k = 1

for t = 1 to N do

for i = 1 to m do

1. Get a new instance si, T i, �i

2. Predict �̂i = arg max�∈L(T ) w.φ(s, �)

3. Get the correct location �i

4. Update weight vector

if �̂i = �i then

wk+1 ← wk

else

wk+1 ← wk + φ(s, �i)− φ(s, �̂i)

end if

k ← k + 1

end for

end for

Output: wk

3.2.2 The Hierarchical Method

Model

The main idea of the hierarchical ranking model [6] is the use of decomposition of features

by defining the aggregate feature vector of each leaf node in the document tree. The

aggregate feature vector of a leaf node was defined to be the sum of all features at the

upper layers.

Formally, for each sentence and a document T , the feature vectors set of all nodes in

the document tree is denoted by φ(s, n) : n ∈ T . Denote the set of leaf nodes by L(T )

and the path from the root of the tree to a node n by P (n). The aggregate feature vector
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associated with a leaf node � is computed by the following formula.

Φ(s, �) =
∑

n∈P (�)

φ(s, n) (3.2)

The decoding method of the hierarchical is similar to the decoding method of the flat

method except the use of aggregate vectors for leaf nodes in the tree.

�̂ = arg max
�∈L(T )

w.φ(s, �) (3.3)

The hierarchical method can be applied even for dataset in which number of layers

in document hierarchies varies from document to document. However, to be simple for

implementation and evaluation, in [6], a Wikipedia article was assumed to be divided

into sections and then paragraphs. For legal documents, we assumed that there are three

layers for every document hierarchy: sections as leaf nodes, the intermediate upper layer

of sections, and the document as the root. Hereafter, we use the term chapter-layer for

the intermediate upper layer of sections.

Training Algorithm

The training algorithm was based on the heuristic observation: if the model incorrectly

predicts at a certain layer, then its children layers will not be considered. This heuristic

was incorporated in the training algorithm that only weights of features at the split point

between predicted path and the true path are updated. The update rule for each round

is defined as below.

w← w + φ
(
s, P (�)i

∗+1
)− φ

(
s, P (�̂)i

∗+1
)

(3.4)

where �̂ denotes the predicted leaf node, and � is the correct leaf node; P (�)i denotes

the ith node on the path from the root to �, and i∗ is defined as the depth of the lowest

common ancestor of � and �̂.

Figure 3.2 illustrates the idea of the heuristic update rule, and Algorithm 2 showes the

pseudo-code of the training algorithm of the hierarchical method.

It was assumed that each Wikipedia article is composed of sections and each section

is divided into paragraphs. If the model fails to predict correct section, only weights of
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Algorithm 2 Training algorithm of the Hierarchical method

Input: Set of training instances: (si, T i, �i),. . . , (sm, Tm, �m)

Initialize: Set w1 = 0, k = 1

for t = 1 to N do

for i = 1 to m do

1. Get a new instance si, T i, �i

2. Predict �̂i = arg max�∈L(T ) w.Φ(s, �)

3. Get the correct location �i

4. Update weight vector

if �̂i = �i then

wk+1 ← wk

else

j∗ ← max{j : P (�)j = P (�̂)j}
wk+1 ← wk + φ

(
s, P (�)i

∗+1
)− φ

(
s, P (�̂)i

∗+1
)

end if

k ← k + 1

end for

end for

Output: wk

section features are updated. This heuristic rule is the same to legal documents with two

layers: chapter-layers and section-layer.

In the training algorithm of the hierarchical method, if we do not use the heuristic

update rule in the training algorithm, the model will become the Flat method with addi-

tional features from upper layers of leaf nodes in the document hierarchy. In experiments,

we compared the method of using the heuristic update rule with the setting without using

the rule.
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Figure 3.2: Heuristic update rule in the training algorithm of the Hierarchical method. l1

is the correct location, l3 is the predicted location.

3.3 Feature Extraction in Two Methods

There are some important points in the hierarchical method. First, the hierarchical

method makes use of features at multi layers in a document hierarchy while features

in the basic Flat method are extracted at only one level. The second point is the heuristic

update rule in the training algorithm.

In essential, the key point that makes the hierarchical method different from the Flat

method is the way features are extracted at different levels. Generally, features are ex-

tracted hierarchically. It means that features of a node at a certain layer are extracted

within its parent node to distinguish this node from its sibling nodes. To be clearer, we

give an example of a document with three layers: document, section level and paragraph

level (the document is the root of the tree). At the section level, we compute the TF-IDF

weighted cosine similarity between an inserted sentence with a section within the whole

document. At the paragraph level, the TF-IDF weighted cosine similarity between an in-

serted sentence with a paragraph is computed within the section to which the paragraph

belongs instead of the document as a whole. The TF-IDF weighted cosine similarity at

paragraph level is actually for the local ranking among paragraphs within each section.
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Chapter 4

Semantic Features based on Word

Clustering

In this chapter, we will present our method of incorporating semantic features derived from

Word Clusters into the learning model for the information update task. First, we will

give a brief background of Word Clustering and its utility in natural language processing

tasks. Then, we will describe how we computed and used cluster-based features in details.

Some issues that we must consider in our method will be discussed below.

4.1 Background in Word Clustering

4.1.1 Benefits of Word Clustering in NLP

Word clustering is a process of assigning words to classes [5]. Each class contains words

which are semantically or syntactically similar. For example, the word Thursday is very

much like the word Friday due to their function in expressing a day in a week, so they

should be assigned to the same word class.

In lexical semantics, there are two types of the semantic relation, the semantic similarity

and the semantic relatedness [39, 16]. Two words are semantically similar if they appear in

similar contexts and they may be substituted for another. For example, in the context “I
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met the chairman”, the word chairman can be replaced by the word president, and these

two words can be considered to be semantically similar. In the latter type of semantic

relation, two words are considered to be semantically related if they significantly co-

occur within the same context. For instance, two words cut and knife are semantically

related. Two kinds of semantic relations have been seen as important concepts in natural

language processing. Word clustering is a technique for assigning sets of words into classes

of semantically similar words and it can capture both types of word relations. Thus, it is

becoming a major technique used in many natural language processing tasks.

In some Natural Language Processing tasks, word clustering can be used to tackle the

problem of data sparseness by providing a lower-dimensional representation of words. For

instance, in the well-studied text classification task which is to assign a document to

one or more categories, words are typically used as features in discriminative learning

algorithms [2, 4]. For the case of text collections with a very large size vocabulary,

feature vectors have very high dimension, and they are usually spare. With a good word

clustering, some words which are semantically related can be merged without hurting the

classification performance, and then the number of features needed for text classification

can be reduced.

The method of incorporating features based on word clustering into a discriminative

learning framework has been previously explored by Miller et al. [27] in the Named-Entity

Recognition task. The success obtained in the work of Miller has inspired many other

researches. Liang [24] also used word cluster-based features in Named-Entity Recognition

and Chinese Word Segmentation tasks. In the Dependency Parsing task, an important

topic in natural language processing, Koo et al. [21] demonstrated the effectiveness of

additional features that incorporate word clusters for parsing syntactic structure. The

accuracy of dependency parsing with cluster-based features in the cases of English and

Czech improved over the baseline accuracy.

In the Information Retrieval task, word clustering can be used as an automatically

generated similarity thesaurus for query expansion. A query can be expanded by adding

all terms in the word classes that contain the query terms [34].
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In our research, we used word clusters as an intermediate word representation when

computing semantic text similarity. We expect that combining word clusters with surface

forms of words can exploit semantic relatedness of words better than using the words

themselves.

4.1.2 Word Clustering Algorithms

Word clustering algorithms are typically parted according to the kind of semantic simi-

larity they take into account, the semantic similarity and semantic relatedness. For the

first kind, the semantic similarity of words is computed either based on taxonomical rela-

tionship of words in a hierarchically structured lexical resource such as WordNet or based

on their distributions in contexts which they appear [39]. The latter approach takes into

account the co-occurrence of words with others in a large text corpus.

In our research, we used the English word clusters computed by the Brown Word

Clustering algorithm [5], a statistical algorithm for assigning words to classes based on

the frequency of their co-occurrence with other words in a large text data. Following is a

brief description of the algorithm.

4.1.3 Brown Word Clustering Algorithm

Brown word clustering algorithm received a vocabulary V of words to assign to classes and

a text corpus as input. In the initial step, each word in the vocabulary V is assigned to a

distinct class, and the average mutual information between adjacent classes is computed.

The algorithm then repeatedly merges the pairs of classes for which the loss in average

mutual information is the least. If C classes are required, V − C merges need to be

performed. The output of the algorithm is a hierarchical clustering of words represented

in a binary tree, where each leaf node has a word and, each word occupies in only one

leaf node. Each internal node at a certain layer is a word cluster which contains all words

in the sub-tree derived from that node. A word in the vocabulary V can be assigned to

a binary string by traversing the path from the root to its leaf node, assigning a bit 0
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1001111011011 economic-consulting

1001111011011 investment-advisory

1001111011011 management-consulting

1001111011011 financial-planning

1001111011011 asset-management

. . .

100111101011 electronics-parts

100111101011 vending-machine

100111101011 engine-overheating

100111101011 computer-peripherals

100111101011 industrial-electronics

100111101011 sewing-machine

. . .

10100100010 legislator

10100100010 policeman

10100100010 caller

10100100010 soldier

10100100010 detective

10100100010 composer

10100100010 poet

Table 4.1: Examples of word clusters. Words having the same binary string representation

belong to the same cluster

for branches in the left and a bit 1 for branches in the right. The Brown word clustering

generates a hard clustering in which a word belongs to only one word class. Figure 4.1

illustrates a binary tree which represents a Brown word clustering hierarchy.

The advantage of the Brown word clustering is that it only requires a raw text data cor-

pus which is available in various sources such as the internet. However, the computational

complexity of the algorithm is O(k3) in [5] and O(k2) in the implementation of Liang [24],
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Figure 4.1: An example of a Brown word-cluster hierarchy (Koo et al., 2008)

here k is the number of clusters. With large input text corpus, the computational time

for computing word clusters is quite long.

To conduct experiments in this paper, we used the English word clusters corpus from [21]

including 1000 word clusters. The Liang implementation [24] of the Brown algorithm was

used to obtain those word clusters. Table 4.1 provides some example binary strings.

4.2 Extracting Semantic Features based onWord Clus-

tering

4.2.1 Baseline Topical Overlap Features

In the task of adding new information into an existing document, the topical overlap

between an input sentence and sentences of each candidate insertion location is one of the

important features to preserve the text coherence of the original text. The topical overlap

features become even more important in the case of legal dataset because most features

extracted for legal data are based on topical overlap.

In [6], the topical overlap features were computed using the TF-IDF weighted cosine

similarity and word overlap between the input sentence and the set of sentences in each

potential location. Table 4.2 shows some baseline overlap features.
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Paragraph level baseline topical overlap features

The number of sentences in p which shared non-stop-words/nouns/proper nouns/verbs

with sen

TF score between p and sen based on non-stop-words/nouns/proper nouns/verbs

TF-IDF score between p and sen based on non-stop-words/nouns/proper nouns/verbs

Section level baseline topical overlap features

The number of sentences in sec which shared non-stop-words/nouns/proper nouns/verbs

with sen

TF score between sec and sen based on non-stop-words/nouns/proper nouns/verbs

TF-IDF score between sec and sen based on non-stop-words/nouns/proper nouns/verbs

Table 4.2: List of some baseline topical overlap features at paragraph level (given an

insertion sentence sen, and a paragraph p)

4.2.2 Cluster-based Topical Overlap Features

The simple lexical matching approach to compute baseline topical overlap features was

based on the “bag of words” assumption, using the surface forms of words in the input

sentence and each candidate location. However, words in the input sentence may not

appear in the locations, so the semantic relations between semantically related words are

not exploited. In order to exploit these relations, we propose a method of using word

clusters as intermediate word representations to obtain semantic features as follow.

Assume that we are given word clusters obtained by running the Brown word clustering

algorithm on a text corpus. Since the Brown algorithm produces hierarchical clusters, the

question is which layer in the hierarchy we should/will choose to generate word classes. We

will choose the layer in the hierarchy so that the number of word clusters is large enough.

After picking word clusters from the hierarchy, we obtain a set W which contains words in

the vocabulary V along with their classes. Word classes are represented as binary strings

as discussed above. Note that generated word clustering is a hard clustering, so each word

has only one binary string representation. For concreteness, we use the notation π(w) to
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denote the mapping from each word w to its binary string representation. In experiments,

if w is not in lowercase form, we heuristically add the binary string representation of w in

lowercase to π(w). It means that the mapping π(w) of a word w which is not in lowercase

contains two binary strings, the first is the binary string of w, another one is the binary

string of w in lowercase.

For each pair of an input insertion sentence s and a node n which is a set of sentences (n

can be a paragraph, or section in the Wikipedia insertion data or a section, or a chapter

in the legal data), we performed the following three steps:

Step 1: Obtain the binary string representation for each word in s and n by the

mapping π. Words which are not included in the vocabulary V will be assigned to a

special value null.

Step 2: Compute the text similarity of two text segments s and n based on their binary

string representations.

Step 3: Incorporate text similarity scores obtained in above steps into the learning

model as additional features.

In the step 2, we need to determine the text similarity function f(s, n) to measure

similarity of two text segments s and n. In our research, we used some kinds of text

similarity functions as follows.

TF and TF-IDF Weighted Cosine Similarity

The first text similarity function used in the step 2 is the TF and TF-IDF weighted

cosine similarity function. TF (term frequency) and TF-IDF (term frequency-inverse

document frequency) are weighting schemes often used in information retrieval and text

mining. While the term frequency measures the importance of a term in a particular

document, the inverse document frequency measures the general importance of a term in

the whole text collection. The TF and TF-IDF weighted cosine similarity are generally

used to compute similarity of two text segments after performing term weighting on both

of them.

After having binary string representations of words in s and n, the system will perform
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weighting on these binary strings with TF and TF-IDF weighting scheme. Like in [6, 7],

we in turn computed TF and TF-IDF weighted cosine similarity based on binary string

forms of all words excluding stop words, binary string forms of nouns, proper nouns,

verbs. We did not take into account adjectives which do not contribute to topics of a

text. In effect, our method is somewhat similar to the method of semantic indexing using

WordNet synsets [15, 25].

The Lexical Matching Function

The lexical matching function measures the lexical-based semantic overlap of two text

segments. In our task, two text segments are the sentence s and a certain node n in the

document tree. It is a score based on matching each word in s with words in n. The

lexical matching score is the percentage of words in s appearing in n.

The lexical matching function of two text segments s and n is computed by the following

equation.

LexMatch(s, n) =

∑
w∈s μ(w, n)
|s| (4.1)

where |s| denotes the number of words in the sentence s. To incorporate word clusters,

we define the μ(w, d) function of a word w and a “set of words” d as follows:

μ(w, d) =

⎧⎨
⎩

1 if ∃w∗ ∈ d so that w∗ = w or π(w) ∩ π(w∗) �= ∅
0 otherwise

(4.2)

The equation 4.2 can be interpreted that a word w is said to be matched with a “set

of words” d if w appears in d or there is a word in the same cluster with w in the set d.

The Average Jaccard Similarity Function

The average Jaccard similarity function between a sentence s and a node n is computed

by averaging out the Jaccard similarity scores [19] of all sentences in n with s.

AvgJacSim(s, n) =

∑
v∈n JacSim(s, v)

|n| (4.3)
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Figure 4.2: How text similarity functions are computed

Here, v is any sentences in the node n, |n| represents the number of sentences in n. The

Jaccard similarity function of a sentence pair is computed by the following equation.

JacSim(s1, s2) =

∑
i∈s1 μ(i, s2) +

∑
j∈s2 μ(j, s1)

|s1|+ |s2| (4.4)

In the Equation 4.4, the function μ is the same as in the lexical match function 4.1.

The Figure 4.2 illustrates how text similarity functions are computed.

In the example in the Figure 4.2, our proposed method can capture the semantic rela-

tions between two words dean and professor.

Semantic features based on Word Clustering are computed for all layers of each docu-

ment tree. Table 4.3 gives the list of topical overlap features based on Word Clustering

at the paragraph level in the case of Wikipedia insertion dataset.

Features at the upper levels of the document hierarchy are computed in the similar way.
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Paragraph level cluster-based features

TF score between p and sen based on binary string representations of non-stop-words

TF score between p and sen based on binary string representations of nouns

TF score between p and sen based on binary string representations of proper nouns

TF score between p and sen based on binary string representations of verbs

TF-IDF score between p and sen based on binary string representations of non-stop-words

TF-IDF score between p and sen based on binary string representations of nouns

TF-IDF score between p and sen based on binary string representations of proper nouns

TF-IDF score between p and sen based on binary string representations of verbs

Lexical matching score of sen with p based on word clusters

Average Jaccard similarity score of sen and p based on word clusters

Table 4.3: List of some sample features based on word clusters (given an insertion sentence

sen, and a paragraph p)

4.3 Some Discussions

In our method of extracting semantic features that incorporate word clusters, there are

some issues we must consider.

1. The raw text corpus from which we extract word clusters should be large enough to

cover the documents in our corpus.

2. The domains of the raw text corpus should be close to the domains of documents in

our corpus. The co-occurrence frequency of words with others may vary in different

domains; therefore, it affects the extracted word clusters.

3. We must consider the level in hierarchical word clustering, from which we pick

word clusters. In other words, that is the number of word clusters we use in our

method. Experiments in our research were conducted using English word clusters

data from [21] with 1000 word classes.
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Word clustering can capture semantic relations of words which are semantically similar,

but it provides no word-to-word similarity measure. In fact, word-to-word similarity

metrics are important to know if a word is more semantically similar with a certain word

than with others in a particular context, and measuring text-to-text similarity can make

use of word-to-word similarity.
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Chapter 5

Experiments and Results

In this chapter, we will present our experiments and results on two datasets: Wikipedia

insertion data and Legal data. The effect of using the hierarchical ranking models for the

information insertion task was reported in [6] on the Wikipedia insertion data. However,

what will happen if we apply these model for the Legal data? In our experiments, first,

we investigate processing methods on both of datasets. Second, we conduct experiments

with cluster-based semantic features to demonstrate the effect of using word cluster-based

features for the information insertion task.

5.1 Data Preparation

5.1.1 Wikipedia Insertion Dataset

As introduced in Chapter 2, in experiments, we obtainedWikipedia insertion data from [6].

The Wikipedia insertion data consists of 4051 insertion/article pairs derived from 1503

Wikipedia articles in the category “Living people”. On average, an article in the dataset

has 32.9 sentences, organized in 3.61 sections and 10.9 paragraphs [7].

Each document in the Wikipedia insertion data is composed of sections, and each section

is composed of paragraphs. Thus, the document hierarchy has three layers: document-

section-paragraph. Paragraphs in a document are leaf nodes in the document tree.
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Title 1 General Provisions

Title 2 The Congress

Title 3 The President

Title 4 Flag and Seal, Seat of Government, and the States

Title 5 Government Organization and Employees

. . .

Title 47 Telegraphs, Telephones, and Radiotelegraphs

Title 48 Territories and Insular Possessions

Title 49 Transportation

Title 50 War and National Defense

Table 5.1: List of some Titles in the United States Code

5.1.2 Legal Dataset

We have built the Legal dataset from legal documents of the United States Code data.

The United States Code (USC) is a compilation and codification of general and permanent

federal law of the United States [41]. It is divided by broad subjects into 50 titles and

published by the Office of the Law Revision Counsel of the U.S. House of Representatives.

Figure 5.1: Example of document structures of the Title 8 and Title 17.
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Figure 5.2: Amendment part of the section Sec. 101. Definitions; Chapter 1 - Subject

matter and scope of copyright; Title 17 - Copyrights

Legal documents are different from general texts in terms of structures. We have

analyzed the legal documents in the United States Code. In general, legal documents of

the US Code have characteristics as follows:

• Legal documents have highly hierarchical structures in which a document is divided

into subdivisions with various layers. For example, a document may optionally be

divided into subtitles, parts, subparts, chapters, and subchapters, etc. An example

of structures of legal documents is showed in figure 5.1.

• Not all documents use the same series of subdivisions, and they may arrange them

in different orders.

• All documents have sections as their basic coherent units, though sections are often

divided into (from the largest to the smallest) subsections, paragraphs, subpara-

graphs, clauses, sub-clauses, items, and sub-items.

In each document of the U.S Code, there are amendment parts after every section.

Amendment parts record revisions on the corresponding section. Therefore, the data for
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Figure 5.3: Phases of constructing Legal dataset

the insertion task can be built from these parts. Figure 5.2 provides the amendment part

after the Sec. 101., Chapter 1 of the Title 17.

The amendment parts do not record the statutes before and after changes. Thus, it is

difficult to automatically obtain data for the insertion task from amendment parts. For

the purpose of evaluating methods proposed in our research, we decided to build data in

an automatic way.

Figure 5.3 illustrates phases of constructing the Legal dataset. There are three phases

in constructing data: preprocessing phase, XML converting, and sentences extracting.

Preprocessing Phase

In the preprocessing phase, in each document we remove redundant information other than

contents of statutes, such as tables and contents, information about amendments, etc.

Next we perform POS tagging for all documents using Stanford POS tagger tool [37, 38].
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Figure 5.4: A part of Title 17 in XML format
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XML Converter

Documents in the U.S Code have hierarchical structures with multi-levels; and interme-

diate levels vary in both number and sequence across documents. Therefore, we need to

convert legal documents into a text format which can represent hierarchical structures,

and allow us to easily access contents in the hierarchy.

We choosed the XML format (Extensible Markup Language) to represent hierarchical

structures of texts. Since XML allows users to define the markup-elements, hierarchical

structures are clearly represented. By making use of symbolic characteristics of plain

text version of the U.S Code, we successfully constructed 49 XML files from 49 text files

corresponding to 49 documents in the U.S Code (title 34 was repealed, so it was not in

our collection). The Figure 5.4 shows a part of an example XML document.

Sentence Extractor

In this phase, we have built the dataset automatically by randomly extracting one sentence

from each legal document and recording the document before and after removing the

sentence from it. We repeatedly performed this process on documents until we obtained

reasonable amount of data. Our dataset consists of extracted sentence/document pairs

built by this method. We eliminated pairs whose insertion sentences are too short or too

long, and pairs whose insertion sentences belonging to sections of only one sentence. In

cases where multiple sentences were extracted from the same document, they are treated

independently to each other. Totally, we obtained 1812 insertion sentence/document

pairs from 18 legal documents. Legal documents in our dataset are very long documents.

Average document has 1472.4 sentences, organized in 141.9 sections.

The main advantage of our method in building dataset is that it saves time and human

efforts. The disadvantage is that the dataset seems not to be very natural, and it lacks

of information about user habits in editing documents. Since in the insertion task for

Legal domain, we only take into account the topical overlap between new information

and potential sections in a document to place new information, so the dataset built by

this way is sufficient for evaluating our proposed method.
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docs insertion/doc instances instances average places average sentences

pairs (train data) (test data) per doc per doc

Wikipedia 1503 4051 3240 811 10.9 32.9

Legal 18 1812 1450 362 141.9 1472.4

Table 5.2: Some statistic information of datasets. In Wikipedia data, the smallest coherent

unit is a paragraph. In Legal data, the smallest coherent unit is a section.

5.2 Experimental Setting

5.2.1 Dataset

For each insertion dataset, we use 80% data for training, and 20% data for testing. Thus,

for Wikipedia data, we used 3240 insertion/article pairs for training, and 811 pairs for

testing. For the Legal data, training data consists of 1450 insertion/document pairs, and

testing data consists of 362 insertion/document pairs.

5.2.2 English Word Clusters

We used English Word cluster set from [21], which was exploited successfully for the

Dependency Parsing task. The word clusters were derived from BLLIP corpus including

43 million words of Wall Street Journal text. There are 1000 clusters and 316710 word

types in total.

5.2.3 Features

Wikipedia Data

On Wikipedia data, we used the feature set as reported in [7] and additional word cluster-

based features described in the Chapter 4 of this thesis.

The baseline features set for Wikipedia contain three types of features: lexical, po-

sitional, and temporal features. The lexical features capture the topical overlap of an

inserted sentence and a paragraph in a document while positional features aim to capture
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Section level features

The number of sentences in sec which shared non-stop-words/nouns/proper nouns/verbs

with sen

Whether sen and the title of sec shared noun words

TF score between sec and sen based on non-stop-words/nouns/proper nouns/verbs

TF-IDF score between sec and sen based on non-stop-words/nouns/proper nouns/verbs

TF score between sec and sen based on binary string representation of

non-stop-words/nouns/pronouns/verbs

TF-IDF score between sec and sen based on binary string representation of

non-stop-words/nouns/pronouns/verbs

Lexical matching score of sen with sec based on word clusters

Average Jaccard similarity score of sen and sec based on word clusters

Table 5.3: Some section level features for Legal dataset (sen is an input sentence, and sec

is a section)

user preferences when adding new information into the body of a document. For instance,

users of Wikipedia tend to add new information at the end of a section than its beginning.

The third type of features is the temporal feature obtained from the observation that in

articles of the category “Living people”, events about an individual are often organized

chronologically.

On Wikipedia data, the features are computed in two levels: the section level and the

paragraph level. The topical overlap features in section level are computed in a similar

way with features in the paragraph level.

Legal Data

Since Legal dataset have been built in a synthetic way, the positional and temporal fea-

tures were not used. Therefore, on the Legal data, only lexical features and word cluster-

based features were extracted. Table 5.3 lists some features at section level in experiments

on the Legal data.
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Generally, structures of legal documents are more complicated than structures of Wikipedia

articles. There are more layers in a document hierarchy, and intermediate layers above

sections vary from document to document. In principle, features at all level can be com-

puted, but for the evaluation purpose, we only consider features at two levels, the section

level and the intermediate upper level of the section level. We call the intermediate up-

per level of the section level by the chapter level. The features at the chapter level are

computed in a similar way.

5.2.4 Evaluation Measures

Wikipedia Data

We used the same evaluation measures as in [6] : a) insertion accuracy and b) the tree

distance between the predicted and the true location of the inserted sentence. Insertion

accuracy is the percentage of matches between predicted location of insertion and the

true placement; and tree distance is defined as the length of the path through the tree

which connects the predicted and the true paragraph positions. Shorter tree distance

corresponds to the better performance.

Legal Data

We used two evaluation measures in experiments on Legal data as follows.

a) Accuracy of choosing sections is the percentage of correct predictions, and computed

by the following equation.

Accuracy of choosing sections =
Number of correct predictions

Total number of insertion/doc pairs in data
(5.1)

b) N-best accuracy : A prediction will be judged correct if the correct section is in the top

N sections returned by the ranker. In experiments, we choose N = 5 and N = 10.
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5.2.5 Processing Methods to Evaluate

The main part of our thesis is the proposed method of incorporating cluster-based features

to the information update task, so baselines in our experiments are processing methods

without using cluster-based features. We investigated methods as follow.

Flat method is the method in which the model is trained by standard Perceptron algo-

rithm, using only features in the leaf node level of a document hierarchy.

Hier-1 method is the hierarchical method without using the heuristic update rule in

the training algorithm.

Hier-2 method is the hierarchical method using the heuristic update rule in the training

algorithm.

In [6], supervised learning methods were proposed, but there is no comparison between

the supervised approach and the unsupervised approach. The comparison between two

approaches is interesting; especially in the case of Legal data in which the features set

is not very abundant. Thus, we conducted experiments with the unsupervised method

using the TF-IDF weighted cosine similarity between an inserted sentence and a location

as the ranking function.

5.3 Results

5.3.1 Effect of Using the Hierarchical Ranking Models

The effect of using the Hierarchical ranking model was reported in [6]. Experiments on the

Wikipedia insertion data showed that the Hierarchical ranking model with the heuristics

update rule significantly outperformed other methods.
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Section (%) Paragraph (%) Tree distance

Unsupervised (TF-IDF) 53.5 27.3 2.38

Flat 57.9 31.4 2.21

Hier-1 58.9 34.2 2.13

Hier-2 59.8 38.3 2.04

Table 5.4: Results on Wikipedia dataset with baseline features

Section (%) 5-best (%) 10-best (%)

Unsupervised (TF-IDF) 41.4 75.4 85.0

Flat 47.8 76.2 85.3

Hier-1 50.9 81.6 89.5

Hier-2 50.9 81.8 89.1

Table 5.5: Results on Legal dataset with baseline features (5-fold cross validation)

We investigated the processing methods on the new legal dataset, comparing the perfor-

mance of different methods to confirm the effect of using the Hierarchical ranking model

for the information update task. In experiments of this section, we only used baseline

features. For legal dataset, we perform 5-cross validation. First, we divided data into 5

subsets. We in turn used each subset as validation set, and used four remaining subsets

as training set. Finally, we computed average accuracy of five iterations.

Table 5.4 and 5.5 shows the performance of methods on the Wikipedia insertion dataset

and the Legal dataset respectively.

The results indicate that, on the Legal dataset, since the extracted features mainly

aim to capture text similarity the unsupervised method obtained quite good performance

relative to supervised methods, 41.4% accuracy of choosing sections. It implies that for

some kinds of data, the unsupervised method is a promising method if a good ranking

function can be designed.

On two datasets, Hierarchical methods outperform the unsupervised method and the

Flat method. However, while the Hier-2 method significantly improved over other methods
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Section (%) Paragraph (%) Tree distance

Baseline

Flat 57.9 31.4 2.21

Hier-1 58.9 34.3 2.13

Hier-2 59.8 38.3 2.04

Setting-1

Flat 59.5 36.6 2.08

Hier-1 59.3 35.1 2.11

Hier-2 59.1 38.5 2.05

Setting-2

Flat 59.5 36.2 2.08

Hier-1 59.8 36.4 2.07

Hier-2 60.2 40.4 (+2.1) 1.99

Table 5.6: Results on Wikipedia dataset of three settings

on Wikipedia data, the performance of the Hier-1 method and the Hier-2 method were

almost the same on the new Legal data. It can be explained that on the Legal data, there

are not many features at section level to distinguish sections within a chapter (only TF-

IDF weighted cosine similarity scores were used). Another reason is that in Hierarchical

methods, chapters in the chapter level are not real chapters in documents. They are very

different in length, number of sections, etc.

5.3.2 Effect of Using Semantic Features based on Word Clus-

tering

To demonstrate the effect of using semantic features based on Word clustering, we con-

ducted experiments on two datasets with three following settings.

In the Baseline setting, we only used baseline features set without cluster-based features.

In the Setting-1, we use lexical cluster-based features instead of corresponding baseline

lexical features. One cluster-based feature is said to be corresponding with a certain

baseline feature if they are computed in the similar way except that we combine the

binary string forms with surface forms of words instead of using the words themselves.
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Section (%) 5-best (%) 10-best (%)

Baseline

Flat 47.8 76.2 85.3

Hier-1 50.9 81.6 89.5

Hier-2 50.9 81.8 89.1

Setting-1

Flat 46.0 73.8 83.5

Hier-1 49.3 80.5 88.1

Hier-2 49.6 79.8 88.0

Setting-2

Flat 49.5 80.0 87.0

Hier-1 52.0 83.4 89.9

Hier-2 52.3 (+1.4) 83.0 90.1

Table 5.7: Results on Legal dataset of three settings (5-fold cross validation)

In the Setting-2, we combine word cluster-based features with all baseline features.

Table 5.6 and 5.7 shows the performance of processing methods in three settings.

The results in the Setting-1 were not stable on two datasets. On theWikipedia dataset,

the performance of the Flat method and Hier-1 in Setting-1 improved comparing to the

Baseline setting, but the performance of the Hier-2 method slightly decreased. On Legal

data, the performance of methods in the Setting-1 did not outperform the Baseline

setting. It may be caused by the out of domain problem. In our method, a word is

substituted by its binary string if the word appears in the vocabulary of Word clusters

corpus. If the vocabulary is not large enough to cover all words in the dataset, many

words will be omitted, and it leads to the information loss. Especially, in the case of Legal

dataset, there are many legal terminologies which are not included in the vocabulary of

the chosen English word clusters.

The Setting-2 which combines word cluster-based features with baseline features over-

come problems in the Setting-1. All methods in the Setting-2 got better performance

than other settings, and the Hier-2 method which used the heuristic update rule in the

training algorithm obtained the best performance, 40.4% accuracy of choosing paragraphs

on Wikipedia dataset and 52.3% accuracy of choosing section on the Legal dataset.
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Chapter 6

Conclusion

The task of updating information is a new and challenging task in Natural Language Pro-

cessing, especially in Legal domain where legal documents must be updated consistently.

Inspired by the work in [6], our research addressed a special case of the updating task,

the task of adding new information into an existing document. The information insertion

task is formulated as a ranking problem and we applied some ranking models for the task.

Moreover, we investigated processing methods for the information insertion task on two

kinds of datasets: Wikipedia insertion data obtained from the previous work and Legal

data built by ourselves. The experiment results show that proposed processing methods

are also applicable for the new Legal dataset.

In Legal domain, there is no dataset for the information update task. Therefore, we

built the Legal data from the data in the U.S Code in an automatic way. Despite the

problems caused by the synthetic way of building the Legal dataset, it is good enough for

the purpose of evaluating our proposed methods.

In Natural Language Processing, semantic relations between words can be exploited

when measuring semantic text similarity of two text segments. In our research, we pro-

posed a method of measuring topical overlap between two text segments, which incorpo-

rates word clusters, and used these similarity measures as additional semantic features in

the learning models. Our method is somewhat similar to the method of semantic index-

ing with WordNet synsets [15, 25] in the idea of using intermediate word representations.
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The advantage of our method is that it only used word clusters derived from unlabeled

text data, without using any annotated lexical database like WordNet. We conducted

experiments with various setting on both Wikipedia dataset, Legal dataset and reported

results. The experiment results showed that combining cluster-based features and baseline

features can boost the performance of the information insertion task on two datasets.

There are some problems with our method of using word clustering. First, the Brown

word clustering algorithm generates a hard clustering in which each word in a word vo-

cabulary is assigned to only one class. In fact, a word may have some different senses.

Thus, strictly assigning a word to only one class may lead to the problem of word sense

ambiguity and decrease the accuracy of measuring topical overlap between two text seg-

ments. As the future plan, we would like to apply soft word clustering algorithms such

as [23].

The second problem is the coverage of the word clusters set. The text corpus on

which we run the Word clustering algorithm is required to be large enough to cover our

insertion data. In experiments, we obtained less improvement on the new Legal dataset

with cluster-based features than on the Wikipedia dataset because of the out of domain

problem. Many terms in Legal data do not appear in the vocabulary of the word clusters

corpus that we used in experiments.

Finally, our method did not make use of word-to-word similarity metrics when measur-

ing text-to-text similarity. The benefit of combining word-to-word similarity metrics into

a text-to-text similarity metric was presented in [9] for some tasks. Although we cannot

know in advance the effect of the method of using word-to-word similarity metrics for our

task, it is still interesting to apply that method for our task.
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Study Plan for Doctoral Course

In master’s research, we did not consider the problem of information redundancy and

information contradiction. Since new information may be redundant or contrastive with

the original document, the task of recognizing information redundancy and information

contradiction in text is very important to guarantee the consistency of updates. In the

doctoral course, we would like to study the task of recognizing these phenomena in texts.

We also consider the task of updating information in the general setting, dealing with

other kinds of updating operations: deletion and modification.
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Appendix A

Legal Dataset

Title No# Name

Title 1 General Provisions

Title 3 The President

Title 4 Flag and Seal, Seat of Government, and the States

Title 5 Government Organization and Employees

Title 6 Domestic Security

Title 9 Arbitration

Title 11 Bankruptcy

Title 13 Census

Title 17 Conservation

Title 24 Highways

Title 27 Intoxicating Liquors

Title 32 National Guard

Title 35 Patents

Title 37 Pay and Allowances of the Uniformed Services

Title 39 Postal Service

Title 41 Public Contracts

Title 44 Public Printing and Documents

Table A.1: List of legal documents used in Legal dataset
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Original Sentence

place

Title 3 On the day thereafter they shall forward by registered mail two of such certificates

Section 11 and lists to the Archivist of the United States at the seat of government,

one of which shall be held subject to the order of the President of the Senate.

Title 3 But if the two Houses shall disagree in respect of the counting of such votes,

Section 15 then, and in that case, the votes of the electors whose appointment shall have been

certified by the executive of the State, under the seal thereof, shall be counted.

Title 4 By order of the President, the flag shall be flown at half-staff upon the death

Section 7 of principal figures of the United States Government and the Governor of

a State, territory, or possession, as a mark of respect to their memory.

Title 4 No State may impose an income tax on any retirement income of

Section 114 an individual who is not a resident or domiciliary of such State

(as determined under the laws of such State).

Title 17 Protection for a design under this chapter shall be available notwithstanding the

Section 1303 employment in the design of subject matter excluded from protection

under section 1302 if the design is a substantial revision, adaptation,

or rearrangement of such subject matter.

Title 32 To be eligible for Federal recognition as an enlisted member of the National Guard,

Section 301 a person must have the qualifications prescribed by the Secretary concerned for

the grade, branch, position, and type of unit or organization involved.

Title 14 Members of the Auxiliary who incur physical injury or contract sickness or

Section 832 disease while performing any duty to which they have been assigned by competent

Coast Guard authority shall be entitled to the same hospital treatment

afforded members of the Coast Guard.

Title 35 If the person explains in writing the pertinency and manner of applying such

Section 301 prior art to at least one claim of the patent, the citation of such prior art and

the explanation thereof will become a part of the official file of the patent.

Table A.2: Some insertion sentences in Legal dataset
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Figure A.1: An example insertion in Title 4 - Flag and Seal, Seat of Government, and

the States (Part 1). An insertion example is shown in bold-face underlined font. The

sentence is extracted from Section 7 - Position and manner of display.
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Figure A.2: An example insertion in Title 4 - Flag and Seal, Seat of Government, and

the States (Part 2). An insertion example is shown in bold-face underlined font. The

sentence is extracted from Section 7 - Position and manner of display.
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Figure A.3: An example insertion in Title 14 - Coast Guard. An insertion example is

shown in bold-face underlined font. The sentence is extracted from Section 832 - Injury

or death in line of duty.

Figure A.4: An example insertion in Title 35 - Patents. An insertion example is shown

in bold-face underlined font. The sentence is extracted from Section 184 - Filing of

application in foreign country.
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Figure A.5: An example insertion in Title 37 - Pay and allowances of the uniformed

services. An insertion example is shown in bold-face underlined font. The sentence is

extracted from Section 556 - Secretarial determinations.
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Figure A.6: An example insertion in Title 6 - Domestic Security (Part 1). An insertion

example is shown in bold-face underlined font. The sentence is extracted from Section

236 - Visa issuance.
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Figure A.7: An example insertion in Title 6 - Domestic Security (Part 2). An insertion

example is shown in bold-face underlined font. The sentence is extracted from Section

236 - Visa issuance.
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Figure A.8: An example insertion in Title 37 - Pay and allowances of the uniformed

services. An insertion example is shown in bold-face underlined font. The sentence is

extracted from Section 404a - Travel and transportation allowances: temporary lodging

expenses.
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