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INTRODUCTION

+ Person re-identification has a 
huge potential in applications 
related to video surveillance.

+ There are several issues the 
re-id individual has to face.



INTRODUCTION
The target of this research is to improve 
the learning efficiency of the graph 
approach with the re-id task of the 
application of the contextual.



AGENDA

● INTRODUCTION

● RELATED WORD

● METHODOLOGY

● RESULTS ANALYSIS

● CONCLUSIONS



RELATED WORD

Illustration of the graph convolutional network for prediction of aqueous 
solubility from molecular structure.
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The activation functions
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Cosine embedding loss

Graph learning loss
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METHODOLOGY

The attention central node matrix

We use A ∈ R(N×N) to denote the adjacent matrix associated with graph 
G. We assign the target node as the first node in the graph, and 
normalize by assume above, then add self-loop,



Graph convolution modified activation network



Graph attention with graph convolution network



Graph learning combined graph convolution network



Dropout base on level hops



Stochastic Depth in Graph Convolution network



RESULTS ANALYSIS
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CONCLUSIONS

The technology landscape is continuously developing and changing. Demand for advanced 
technologies never stops increasing as people constantly tackle new challenges or make new 
discoveries. Besides that, the demand for identification technology will be increasing, as it is the basis 
for user support applications as well as collective management. To keep up with that trend, the 
optimization of the computational complexity of the RE-ID task is critical. It can be said that the 
application of the context has actually opened a path toward where we can make more accurate 
predictions at a low computational cost.

We have made two propositions in this thesis. First is the improvement of the data loading method 
described in Chapter 4. Second, studies were conducted to expand and improve the model's learning 
capabilities through the graphs' application. Along with the coupling from existing models, the 
proposed models include a GCN architecture based on selu rather than the conventional GCN 
architecture based on Relu stated in Chapter 3. This method gives better identification results than the 
traditional method mentioned in the author's research.



CONCLUSIONS

We discovered during the experiment that maintaining a definition of the directed adjacency matrix 
assists the model in learning. The result is superior in studies using adaptive models such as GAT or 
GLCN. This is due to the orientation supporting the model in learning effectively from the beginning, 
allowing it to progress further under the same time limit. Besides, the expansion of the nonlinear 
space from relu to selu has also shown a positive effect as the model can learn better.

In future work, we will develop our simultaneous multi-label recognition institute deeply with the 
desire to maximize the subject defined per frame. Then the use of more adaptive networks will be 
able to exert its effectiveness in learning complex contexts instead of the oriented contexts as in the 
experiment. On the other hand, there is the application of noise learning methods to improve model 
quality by breaking down the hops restriction. The limitation of Hops can only be solved when we 
can represent the relationships of the nodes referenced through an adjacency matrix or have to pass 
information from the head layers straight to the deeper layers. That is a direction that we rationally 
expect will improve the ability of the model to learn.
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