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1. Introduction - Problem

- In business, an VAT invoice that lists information such as the seller, the 
seller's address, the tax code, the buyer's name, the address of the buyer 
or products purchased, when and how they were purchased. However, 
all information in the invoice cannot be extracted or imported into the 
data system by software. Works like this are all done by humans.



1. Introduction - Problem and motivation

- In business, an VAT invoice that lists information such as the seller, the 
seller's address, the tax code, the buyer's name, the address of the buyer 
or products purchased, when and how they were purchased. However, 
all information in the invoice cannot be extracted or imported into the 
data system by software. Works like this are all done by humans.

- Key information extraction(KIE) is extracting key information from textual 
sources to enable finding entities and classifying. 



1. Introduction - Main objective

- Learn literature review.

- Implementing the model 

- Contribute



1. Introduction - Main objective

Intellix–end-user trained information extraction for 
document archiving
- This approaches use hand-craft features (e.g., regex 

and template matching) to extract key information.
- This solution only uses text and position information 

to extract entity and need a large amount of 
task-specific knowledge and human-designed rules, 
which does not extend to other types of documents



1. Introduction - Main objective

- Have many methods considered KIE as a sequence 
taggers problem

- It is much more challenging to distinguish entity 
without ambiguity from complicated documents for a 
machine.



1. Introduction - Main objective

Implementing the model

- Method: Processing Key Information Extraction from 
Documents using Improved Graph 
Learning-Convolutional Networks.

- Data: 2 weeks preparing the data.
- Environment requirements: python = 3.6 and 

framework: >= 1.5.1



1. Introduction - Problem

Contribute to the community how to generate data from a template for 
training model



1. Introduction - Motivation

Base on a task of challenge ICDAR 2019 Robust Reading Challenge on 
Scanned Receipts OCR and Information Extraction

- Task 1 - Scanned Receipt Text Localisation
- Task 2 - Scanned Receipt OCR
- Task 3 - Key Information Extraction from Scanned Receipts



1. Introduction - Motivation

Task 1 - Scanned Receipt Text Localisation

- The aim of this task is to accurately 
localize texts with 4 vertices. 



1. Introduction - Motivation

Task 2 - Scanned Receipt OCR

- The aim of this task is to accurately 
recognize the text in a receipt image

- No localisation information is provided, or 
is required.



1. Introduction - Motivation

Task 3 - Key Information Extraction from Scanned 
Receipts

Scanned invoice image 



1. Introduction - Motivation

Task 3 - Key Information Extraction from Scanned Receipts



1. Introduction - Motivation

Task 3 - Key Information Extraction from Scanned 
Receipts

Image + Box + Key of Invoice



2. Related Work

- GraphIE: A Graph-Based Framework for Information Extraction

- Graph convolution for multimodal information extraction from visually rich 
documents



2. Related Work - GraphIE: A Graph-Based 
Framework for Information Extraction

- A framework that improves predictions by automatically learning the 
interactions between local and non-local dependencies in the input 
space.

-  Integrates a graph module with the encoder-decoder architecture for 
sequence tagging

- The algorithm operates over a graph, where nodes correspond to textual 
units (i.e. words or sentences) and edges describe their relations.



2. Related Work - GraphIE: A Graph-Based 
Framework for Information Extraction



2. Related Work - GraphIE: A Graph-Based 
Framework for Information Extraction

Encoder
- Given a sentence si = (w (i) 1 , w (i) 2 , . . . , w (i) k ) of length k, each 

word w (i) t is represented by a vector x (i) t , which is the concatenation 
of its word embedding and a feature vector learned with a character-level 
convolutional neural network

Encode the sentence with a recurrent neural network (RNN)



2. Related Work - GraphIE: A Graph-Based 
Framework for Information Extraction

Graph Module

- The graph module is designed to learn the nonlocal and non-sequential 
information from the graph. 

- Adapt the graph convolutional network (GCN) to model the graph context 
for information extraction.



2. Related Work - GraphIE: A Graph-Based 
Framework for Information Extraction

Decoder
- The decoder is instantiated as a BiLSTM+CRF tagger. 
- The output representation of the graph module, GCN(si), is split into two 

vectors of the same length, which are used as the initial hidden states for 
the forward and backward LSTMs, respectively. 

- In this way, the graph contextual information is propagated to each word 
through the LSTM.



2. Related Work - Graph convolution for multimodal 
information extraction from visually rich documents

The algorithm introduce a graph convolution based model to combine textual 
and visual information presented in Visually rich documents (VRDs)



2. Related Work - Graph convolution for multimodal 
information extraction from visually rich documents

Document graph: 

- Every node in the graph is fully connected to each other.



2. Related Work - Graph convolution for multimodal 
information extraction from visually rich documents

Graph convolution of document graph 

- Convolution is defined on node-edge-node triplets (ti , rij , tj ). 
- Each layer produces new embeddings for both nodes and edges.



2. Related Work - Graph convolution for multimodal 
information extraction from visually rich documents

- Graph convolution is applied to compute visual text embeddings of text 
segments in the graph. Define convolution on the node-edge node 
triplets (ti , rij , tj ) instead of on the node alone.

- For node ti , we extract features hij for each neighbour tj using a 
multi-layer perceptron (MLP) network.



2. Related Work - Graph convolution for multimodal 
information extraction from visually rich documents

- Combine  graph embeddings with 
token embeddings and feed them 
into standard BiLSTM-CRF for entity 
extraction.

- Intuitively, graph embedding adds 
contextual information to the input 
sequence.

- Then the input embeddings are fed 
into a BiLSTM network to be 
encoded, and the output is further 
passed to a fully connected network 
and then a CRF layer.



3. Proposal Methodology

- Encoder 
- Graph Module
- Decoder



3. Proposal Methodology - Encoder

Extracting features from regular data



3. Proposal Methodology - Encoder

Transformer Encoder - Self-attention 
extract features from text

”The animal didn't cross the street because 
it was too tired”

- What does “it” in this sentence refer 
to?

- Is it referring to the street or to the 
animal?



3. Proposal Methodology - Encoder

Convolutional Neural Networks

- Extract features from image



3. Proposal Methodology - Encoder

Convolutional Neural Networks

- Extract features from image



3. Proposal Methodology - Encoder

Convolutional Neural Networks

- Extract feature from Resnet-50

Deep Residual Learning for Image Recognition



3. Proposal Methodology - Graph Module

Learning graph structure by integrating both Graph Learning and Graph 
Convolution.



3. Proposal Methodology - Graph Module

Learning graph structure

Graph Learning-Convolutional Networks



3. Proposal Methodology - Graph Module

Graph learning
- Soft adjacent matrix A
- Relationship between node vi and vj denote by e 

- Loss Function of Graph Learning



3. Proposal Methodology - Graph Module

Graph Convolutional
- Relation embedding α 

- Extract hidden features h between nood vi and vj



3. Proposal Methodology - Graph Module

Graph Convolutional
- Updating node embedding v for l+1-th

- Updating relation embedding α on l+1-th 



3. Proposal Methodology - Decoder

 



3. Proposal Methodology - Decoder

- Loss Function of Graph Learning

- Loss Function of CRF

- Loss Function of total



4. Implementation and Result-Dataset



4. Implementation and Result-Result



4. Implementation and Result-Result



4. Implementation and Result-Result

- Mean entity prediction mEP, mean entity recall mEF

-  Mean entity F-measure mEF is the harmonic average of mEP and mER



4. Implementation and Result-Result

Result in invoices by mEP(mean entity prediction), mER(mean entity recall), 
mEF(Mean entity F-measure)

Entities mEP mER mEF

ATM 0.917506 0.899287 0.908305

tax 0.915836 0.912856 0.914343

address 0.957516 0.912541 0.934652

name 0.934924 0.915429 0.924093

sum 0.906892 0.927898 0.9173727

company 0.901946 0.926472 0.914044

Overall 0.922436 0.915747 0.919079
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