
Offline Handwritten Signature 
Forgery Detection using Deep 

Learning Methods

 Phạm Sơn Bách
Nguyễn Huy Đức



Table of contents 

1. Introduction

2. Objective

3. Dataset & preprocessing

4. Methodogoly

5. Experimental results

6. Conclusion & Future Work



INTRODUCTION





Offline 
Signature

Online 
Signature



Handwritten 
Signatures

● They are unique distinctive 
characteristics in each 
person.

● They are simple, fast, 
non-invasive and familiar 
with people.



Handwritten 
Signatures

3 types of handwritten forged 
signatures:

● Random (Blind) forgery

● Simple Forgery

● Skilled Forgey



Handwritten 
Signatures

Challenge:

● They have a large 
variability between 
samples, which make it 
challenging to deal with 
skilled forgeries.



Typical 
architecture 
of 
signature-ve
rification 
system



OBJECTIVE



One-shot 
learning

● Using only 1 signatures as 
base.

● Comparing each new 
signature with the base 
and be able to see the 
similarity or dissimilarity.



Why do we focus on Forgery Detection?



Related work
FaceNet



Related work
Deep Triplet Ranking CNN architecture



● Applying deep triplet ranking CNN architecture and modifying it.

● Evaluating on various dataset.

● One-shot learning.

Contribution



DATASETS 
& 

PREPROCESSING



Cedar 
● 55 individuals, each has:

○ 24 genuines and 24 forgerie

● Total: 

○ 1,320 genuine signatures

○ 1,320 forgeries

● RGB and gray-scale mode.

● Contain Salt/Pepper noise and slant.



BHSig260 - bengali

● Bengali

● 100 persons 

● 24 genuine and 30 forged 
signature/ 1 person

● Binary mode (only black and 
white color)



Sigcomp 2011-Dutch(Offline)

● Combination of 2011 and 2009
● RGB



Preprocessing



METHODOLOGY



Siamese net



Deep CNN 
Siamese
Network
with 
Contrastive 
Loss



Deep Triplet 
Ranking CNNs





Xception model



Triplet loss function





Triplet selection

● easy triplets: triplets which have a loss of 0, because:
d(a,p) + margin   <   d(a,n)

● hard triplets: triplets where the negative is closer to the anchor than the 
positive: 

d(a,n)   <   d(a,p)
● semi-hard triplets: triplets where the negative is not closer to the anchor 

than the positive, but which still have positive loss: 
d(a,p)   <   d(a,n)   <   d(a,p) + margin





Classification model



Classification model



Final model overview



EXPERIMENTAL 
RESULTS



Evaluate Triplet model

A valid triplet  can occur when: d(a,p)   <   d(a,n)

Accuracy = number of valid triplets / total number of triplets 



Evaluation metrics for classification model



Precision recall curve (PRC)

A plot of the tracehold 
between precision (y-axis) 
and the recall (x-axis) for 
different thresholds



● False negative rate is calculated as the number of 
incorrect negative (FN) divided by the total number of 
positive (P).

● This can be defined as the False Acceptance Rate (FAR) in 
our problem.



Result





Pairing method

Base signature

Genuine signature 
(same id)

Forgery signature
(same id)

Real 
(label 0)

Forged 
(label 1)





Pairing method

Base signature

Genuine signature 
(same id)

Forgery signature
(all id)

Real 
(label 0)

Forged 
(label 1)





Pairing method

Base signature

Genuine signature 
(same id)

Forgery signature
(all id)

Real 
(label 0)

Forged 
(label 1)

Genuine signature 
(different id)

Forged 
(label 1)













CONCLUSION
&

FUTURE WORK







● New preprocessing strategy

● Triplet selection: new mining 
method

● Triplet loss: tuning 
hyperparameters



Thanks for listening 


