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1.A. Objective of the project




1.A. Objective of the project

Batch size

A vital issue in the usability of an RL Buffer SIZ& :
method is sensitivity to hyperparameters. g of Hidden Unats

Learning complex tasks can take hours Time Horizon

or days, fine-tuning hyperparameters is Leaming Rate
tedious.

Thus, this research focuses on Gamma

changing the hyperparameters (Beta,
Epsilon, Lambd, Num_epcho)




1.B. Literal reviews
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Aug. 2020

“Proximal Policy Optimization Algorithms,”
The algorithm was successful on various
problems without tuning hyperparameter
values, meaning that the results still did not
achieve the best possible outcome.

“Strategies for Using Proximal Policy
Optimization in Mobile Puzzle Games,”
Successfully adapted the popular RL method
PPO to a production-grade puzzle game where
the environment is reset after a fixed number of

steps, but not considering hyperparameter
tuning

“Estimating Player Completion Rate in Mobile
Puzzle Games Using Reinforcement Learning,”

The work is only for a limited subset of sample
of ~900,000 players with default values
hyperparameter.



2.A. Introduction to Reinforcement Learning
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« Reinforcement Learning is the training of
Machine Learning models to make a
sequence of decisions. AL

« Computers use trial and error to come up with
solutions to problems

 The agent receives feedback in terms of a
reward (or punishment) from the environment

Achon
Fccdback

observatlons
%

Agent learns by interacting




2.A. Reinforcement Learning

INn Video Games

)

« Gaming is a booming industry and is
. rapidly advancing with technology.

T « Game developers with environments like

Ll |\ - PSXLE or PlayStation Reinforcement Learning
Environment focus on providing a better
gaming environment by modifying the emulator.

* In addition, Reinforcement Learning has Deep
Learning algorithms like AlphaGo, Alpha Zero
which are gaming algorithms for games like
chess, shogi, and Go.



2.B. Proximal Policy Optimization (PPO)
« Proximal Policy Optimization (PPO) is an optimization approach that uses solely

first-order optimization to improve the data efficiency and reliability of Trust Region

Policy Optimization (TRPO).

« The primary objective function of PPO is:

’ LEMP(9) = E;[min(0) A, clip(1,(6),1 — €, 1 + €) 4,
Cor(e) (6) is Policy Parameter
A -,

E, Denotes the empirical expection over timesteps
r; 1S the ratio of the probability under the new and old

‘ policies, respectively
A, is the estimated advantage at time t
‘ € is a hyperparameter, usually 0.1 and 0.2




2.B. Proximal Policy Optimization (PPO)

The steps of the PPO algorithm are:

Algorithm 1 PPO, Actor-Critic Style

for iteration=1.2.... do
for actor=1.2,..., N do
Run IJD]IC}’ Tg,, 10 environment for T' timesteps

Compute advantage estimates Ay .. Ap
end for

Optimize surrogate L wrt #, with K epochs and minibatch size M < NT
Eﬂ[d —
end for




2.C. ML-Agents Tool kit

 ML-Agents Toolkit is an open-source < Using a simple-to-use Python API, Agents
project that enables games and are trained using reinforcement learning,
simulations to serve as environments iImitation learning, neuroevolution, or other

for training intelligent agents. machine learning methods.



3.A. Maze design

Maze design for training Agent:

e A fixed maze has 8x8 cells.

e A random maze has 3 different
variants: 4x4, 6x6, 8x8 cells

e A cell includes four walls and
one floor.

e There is a destination for the
Agent to complete the maze.
Collision with it will end an
episode.

00
>
60
O
N
S
=
[
@
25
L




3.B. Hunt & Kill Algorithm
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3.B. Hunt & Kill Algorithm




3.C. Agent Behavior

Agent’s Observation

The Agent has four raycasts on four
sides around the Agent. The length of
the raycast is one cell. The Agent has
four 3D Ray Perception Sensors - the
Agent's observations.




3.C. Ray Perception Sensor

Ray Perception Sensor 3D 0
Sensor Name RayPerceptionSensor
Detectable Tags 1

Element O Wall
+ <

Rays Per Direction : 2
Max Ray Degrees ' ® 180
Sphere Cast Radius —@ 0.3
Ray Length O 4
Ray Layer Mask Wall v
Stacked Raycasts O 1
Start Vertical Offset o 3 O
End Vertical Offset © 3 0

Debug Gizmos
Ray Hit Color
Ray Miss Color




3.D. Agent behavior

Agent’s Raycast

« Agent’s Raycast keeps Agent from
being moved out of the maze.

Raycast works as detecting colliders
on the front and on 4 sides.

When Raycast detects the walls, it
will not allow Agent to go through
that wall and keep Agent in the
maze.




3.D. Agent’s Behavior

Behavior Parameters

Behavior Name AgentMovementV3
Vector Observation
Space Size

Stacked Vectors
Actions

Continuous Actions
Discrete Branches
Branch O Size

Model None (NN Model)
Inference Device GPU

Behavior Type Default

Team Id 0

Use Child Sensors v

Observable Attribute Handling lgnore

Q There Is no model for this Braln; cannol run inference. (But can still traln)

Decision Requester

Soript B DecisionRequester

Decision Period O
Take Actions Bebtween Decisions
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3.D. Agent Detail Behavior

Agent when entering a cell will award or punished:

When the Agent moves in a specific direction and
that side's raycast detects the wall, but the Agent still
decides to go in that direction, -1 point.
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Agent when entering a cell will award or punished:

When the Agent moves in a specific direction and
that side's raycast detects the wall, but the Agent still
decides to go in that direction, -1 point.

Entering for the first time, Agent +3 points, and that
background box turns yellow.
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3.D. Agent Detail Behavior

Agent when entering a cell will award or punished:

When the Agent moves in a specific direction and
that side's raycast detects the wall, but the Agent still
decides to go in that direction, -1 point.

Entering for the first time, Agent +3 points, and that
background box turns yellow.

Entering the second time, the Agent -0.5, and the
background cell turns orange.

The Agent -1 point the third time, and the
background box turns purple.

Entering from the fourth time onwards, the Agent
has -2 points, and the background is still purple.
Purple is the final penalty level when entering.
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Agent when entering a cell will award or punished:

When the Agent moves in a specific direction and
that side's raycast detects the wall, but the Agent still
decides to go in that direction, -1 point.

® Entering for the first time, Agent +3 points, and that
background box turns yellow.

o Entering the second time, the Agent -0.5, and the
background cell turns orange.

¢ The Agent -1 point the third time, and the
background box turns purple.

Entering from the fourth time onwards, the Agent
has -2 points, and the background is still purple.
Purple is the final penalty level when entering.

When colliding with the end of the maze, Agent will
T be +100 points and finish solving the maze.

3.D. Agent Detail Behavior
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3.E. Hyperparameters Configuration M

oe'a PSRN Sl 'IFr?errrlggjjularization factor
This controls the strength of iza: 12 . .

the entropy regularization so Batch_5|_ze.. 8 EZifnjbI(;] tcali(c::uall?m:\gsG:\I/Eélue
that the agent can explore Buffer_size: 2048 ypically

spaces during training. Beta Learning_rate: 0.0003 between 0.9 and 0.95.

typically h lue bet
ypically has a value between Beta: 0.005

1e-4 and 1e-2. _
Epsilon: 0.2

Epsilon Lambd: 0.95

This controls how swiftly the Num_epoch: 3
policy can diverge from an older : _ The number of passes made
policy. A smaller value has stable L_eam Ing_rate_schedule: through the buffer before the
updates on the policy. Epsilon linear gradient descent step is appliec

typically has a value between 0.1 Num_epcho typically has a
and 0.3. value between 3 and 10.

Num_epoch



4.A. Agent Training Process
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4.B. Results and Analysis

() Compare the results when changing the hyperparameter Beta
(Fixed 8x8 Maze)

F|Xed maze 8X8 (Beta) Cumulative Reward
160 tag: Environment/Cumulative Reward
143.1 143.2 — e
140 134.1 . T
122.8
120 -500
100 -
80
-1.5e+3
43.53 433 s P —
40 s 0.005
s 0.0001
20 -2.5e+3
0
0.001 0.005 0.0001 9 L L oM
mReward ®mTime Cost (mins)




4.B. Results and Analysis

() Compare the results when changing the hyperparameter Epsilon
(Fixed 8x8 Maze)

Cumulative Reward
tag: Environment/Cumulative Reward

Fixed maze 8x8 (Epsilon)

o

o

0
160
143.1
140 132.3 500
120 111
e+3 - S ¥ A | |
100
80 -1.5e+3 + , , 1
60
43.12 43.53 43.37
-2e+3 -
40 e 0.1
e 0.2
2 5 5er3 | s 0.3
0.1 0.2 0.3 |

-3e+3 + —_

mReward ®Time Cost (mins)

oM



4.B. Results and Analysis

() Compare the results when changing the hyperparameter Lambd

(Fixed 8x8 Maze)

Cumulative Reward
tag: Environment/Cumulative Reward

160

140

120

100

80

60

4

o

2

o

o

Fixed maze 8x8 (Lambd)

140.2

130.8
49-5 43.53 43.4
i I I I
0.9 0.95 0.99

mReward ®Time Cost (mins)

0

500

-500

_ 0.9
— 0.95
I 0.99

M M

6M



4.B. Results and Analysis

(» Compare the results when changing the hyperparameter Num_epoch
(Fixed 8x8 Maze)

Cumulative Reward
tag: Environment/Cumulative Reward

Fixed maze 8x8 (Num_Epoch) a0
160 0
140 134.5 500
125.2
120 117.6 Ted | -
-1.5e+3
100
2e+3
80 7 L |
- —— 1
60 et : | —
43.53 )
40 -3.5e+3
25.52
-de+3
. |
0 M M M M
0
1 3 8
mReward ®Time Cost (mins)




4.B. Results and Analysis

() Compare the results when changing the hyperparameter Beta
(Random 4x4 Maze)

Cumulative Reward

Ran d om maze 4X4 (B et a) tag: Environment/Cumulative Reward
140 o =
126.18|
120 |
100 9127 90.83g9.2 92.49
80.34 6 -
30 76.26 5
63.2 of
60
40 4
40
20
0
0.01 0.001 0.005 0.0001
mReward ®Time Cost (mins)




4.B. Results and Analysis

() Compare the results when changing the hyperparameter Epsilon
(Random 4x4 Maze)

Cumulative Reward
tag: Environment/Cumulative Reward

Random maze 4x4 (Epsilon)

140
126.18

105
120 112.7 100 —
104.9
100 92.49
80.34 ”
8 74.28
. .
4
2
0.1 0.2 0.3

mReward ®Time Cost (mins)

o

o

o

o

o




4.B. Results and Analysis

() Compare the results when changing the hyperparameter Lambd

(Random 4x4 Maze)

120

100

8

o

6

o

4

o

2

o

o

Random maze 4x4 (Lambd)

107.8 106.6

92.49

87.54
I 75.16 I
0.9 0.95 0.

mReward ®Time Cost (mins)

80.34

99

Cumulative Reward
tag: Environmen t/Cumulative Reward

0 ™ 2M

I 0.9
== 095
[ 0.99

3M AM

M



4.B. Results and Analysis

() Compare the results when changing the hyperparameter Num_epoch

(Random 4x4 Maze)

160

140

120

100

80

60

40

20

Random maze 4x4 (Num_epoch)

103.6

135.26

92.49 95.91
80.34
57.32 I
8

1 3

mReward ®Time Cost (mins)

Cumulative Reward
tag: Environment/Cumulative Reward

105

100 —

80

70

-1M




5.A. Conclusion'

01. Learning results

This paper gives the tuning for PPO algorithm
through hyperparameters Beta, Epsilon, Lambd,
and Num_epoch. The results show a clear
difference between the training process and the
hyperparameters. The change is based on different
cases according to the complexity of the maze.
Therefore, it is necessary to choose reasonable
hyperparameters to set the best training results.

02. Future works

This research also provides a helpful reference for
tuning hyperparameters when redeployment PPO
algorithm on novel environments in the future.
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