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Abstract: A number of recent works have proposed attention models for
Visual Question Answering (VQA) that generate spatial maps highlighting
image regions and also part of question relevant to answering the question. In
this project, we argue that although in English, there exist foundation models
using the above structure that can adapt very well and achieve excellent
results for visual question answering tasks, in Viethamese, there gains very
little attention and remains many limitations in terms of data and resources.
Through this project, we aim to create a baseline for the Visual Question
Answering task in Vietnamese , encourage further development in this
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research area in the future, and also point out the necessary conditions to
develop a successful Visual Question Answering system. We present a novel
model for VQA that jointly reasons about image and question attention. In
addition, our model reasons about the question (and simultaneously the
image via the merge-attention mechanism) through a pyramid encoding
fashion via the multi-head attention (MHA) layers. Our model improves the
state-of-the-art on the ViVQA dataset from 34.96% to 62.01% accuracy, from
45.13 t0 68.14 inWUPS 0.9 score, from 77.86 to 87.19 in WUPS 0.0 score.
I. Introduction.
1. Introduction to Visual Question Answering

The classification of images, object detection, and activity recognition are just
a few of the computer vision tasks that have greatly benefited from recent advances
in deep learning and computer vision research. Deep neural networks (DNNs) may do
a certain action on par with humans when given adequate data. Similar results can
be anticipated for other specialized computer vision issues as annotated datasets
are growing in size quickly as a result of crowdsourcing. These issues, however, don't
call for a comprehensive comprehension of images because of their specific nature,
while humans are able to recognize the things in an image, comprehend their spatial
relationships, infer their characteristics, and reason about each object's function in
light of its surroundings.

It has long been believed that it is impossible to achieve the ambitious but
unachievable aim of creating a computer vision system that can respond to arbitrary
natural language questions regarding images. But since 2014, there has been a
significant advancement in creating systems with these capabilities. The term
"Visual Question Answering" (VQA) task refers to a multimodal task in which a
system must infer the response to a text-based inquiry about an image. In computer
vision, questions can be arbitrary and cover a wide range of sub-problems, e.g.

* Object recognition - What is in the image?

* Object detection - Are there any cats in the image?

« Attribute classification - What color is the cat?

« Scene classification - Is it sunny?

* Counting - How many cats are in the image?

Beyond this, a great deal more difficult queries can be posed, such as those involving
spatial relationships between objects (e.g., what is between the cat and the sofa?)
and inquiries involving common sense (e.g., why is the girl sobbing?). A strong VQA
system must be able to reason about images and be capable of handling a variety of
traditional computer vision tasks.
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Figure 1: Samples for VQA task.

VQA has a wide range of potential uses. The most immediate use is as a tool
for blind and visually impaired people, who can use it to get information about
images both online and offline. A captioning system may, for instance, describe an
image as a blind user travels through their social media feed, and the user could then
use VQA to query the image to learn more about the scenario. In a broader sense,
VQA might be utilized as a natural technique to question visual content to enhance
human-computer interaction. Without employing image meta-data or tags, an image
retrieval system can also be used. For instance, we can simply ask "Is it raining?" of
all the images in the dataset to locate all the pictures taken in a rainy environment.
Beyond applications, VQA is a significant area for basic research. It is possible to
think of a VQA system as a part of an image understanding Turing Test because it
needs to be capable of solving numerous computer vision challenges. A computer
vision system is thoroughly tested using the Visual Turing Test to see whether it is
capable of semantically analyzing images at the same level as a human. A system
must be able to perform a wide range of visual activities in order to pass this test.
VQA can be viewed as a type of visual Turing test that necessitates question
comprehension but not necessarily more complex natural language processing. A
significant portion of computer vision would likely be resolved if an algorithm could
answer queries about images as good as or better than humans. However, this is
only true if the benchmarks and assessment methods are adequate to support such
sweeping statements.

VQA's main objective is to extract from the images question-relevant semantic
data, which might range from the identification of minute details to the inference of
abstract scene properties for the entire image, depending on the question. Although
many computer vision issues require extracting data from the images, they are more
constrained in scope and generality than VQA. Some effective methods use DNNs
trained to categorize images into specific semantic categories to solve tasks like
object recognition, activity recognition, and scene classification, the most popular of



these is object recognition, where computers are currently as accurate as humans.
While those tasks are important computer vision problems that generalize object
detection and recognition, they are not sufficient for holistic scene
understanding.Label ambiguity is one of the main issues they deal with. The title is
determined by the work. Furthermore, these methods by themselves do not
comprehend an object's function in a larger context. In this illustration, designating
a pixel as "bag" or "person" does not tell us whether the object is being carried by the
person or if the person is sitting, running, or skateboarding. In contrast, VQA requires
a system to respond to arbitrary queries regarding photos, which may necessitate
deducing the connections between objects and the environment. The appropriate
label is specified by the question.

In addition to VQA, a lot of recent research has focused on the intersection of
vision and language (Multimodal). Image captioning, where an algorithm's objective
is to provide a natural language description of a given image, is one of the most
researched techniques. In order to offer a thorough description of a picture, image
captioning is a fairly broad endeavor that may entail explaining complicated
properties and object interactions. The visual captioning task, however, has a
number of issues, with the evaluation of captions posing a particular difficulty. In
short, a captioning system is free to choose the amount of granularity of its picture
analysis, as opposed to VQA, where the level of granularity is determined by the type
of the question addressed.

2. Evaluation Metrics for VQA.

VQA has been posed as either an open-ended task in which an algorithm
constructs a string to answer a query or as a multiple-choice question in which it
selects from a set of options. Simple accuracy is frequently used to evaluate
multiple-choice questions, with an algorithm obtaining an answer accurately if it
chooses the proper choice. Simple accuracy can also be utilized for open-ended
VQA. In this situation, the predicted answer string of an algorithm must exactly
match the ground truth answer. However, accuracy can be overly strict because
some errors are significantly worse than others. For example, if the question is ‘What
animals are in the photo?' and a system returns 'dog' rather than the right label 'dogs,
it is penalized just as severely as if it returned 'dogs’. Questions may also have many
correct answers; for example, ‘What is in the tree?' may have 'bald eagle' listed as the
correct ground truth response, so a system that outputs 'eagle’ or 'bird' as the answer
would be penalized just as much as if it outputs 'yes' as the answer. Because of
these concerns, numerous alternatives to perfect accuracy for evaluating
open-ended VQA methods have been proposed.

Wu-Palmer Similarity (WUPS) was considered as a substitute to accuracy.lt
attempts to quantify how much a predicted answer differs from the ground truth
based on semantic meaning differences. WUPS will assign a value between 0 and 1
based on the similarity of a ground truth answer and a predicted answer to a query. It
accomplishes this by locating the least common subsumer between two semantic



senses and assigning scores based on how far down in the semantic tree the
common subsumer must be found. WUPS penalizes semantically related but
non-identical terms relatively less. However, WUPS tends to assign relatively high
scores to even remote concepts. To address this, thresholding WUPS scores was

proposed, where a score below a threshold is scaled down by a factor.
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Figure 2: Comparison of different evaluation metrics proposed for VQA.

3. Algorithms for VQA.
A large number of VQA algorithms have been proposed recently. However, all

of those existing methods consist of 3 components:

1. Animage encoder.

2. A question encoder.

3. An algorithm that combines these features to produce the answer

(Fusion module).

For image features, most algorithms use DNNs that are pre-trained on ImageNet,
with common examples being VGGNet, ResNet, Vision Transformer (ViT) and its
variants. A wider variety of question featurizations have been also explored,
including bag-of-words (BOW), long short term memory (LSTM) encoders, gated
recurrent units (GRU), and BERT(Bidirectional Encoder Representations from
Transformers) . To generate an answer, the most common approach is to treat VQA
as a classification problem. In this framework, the image and question features are
the input to the classification system and each unique answer is treated as a distinct
category.
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Figure 3: Simplified illustration of the classification-based framework for VQA.

Baseline approaches aid in determining the difficulty of a dataset and
establishing the bare minimum of performance that more sophisticated algorithms
should achieve. The simplest baselines for VQA are random guessing and guessing
the most repeated answers. After combining the picture and question features into a
baseline classification system, a linear or non-linear classifier, such as a multi-layer
perceptron (MLP), is applied to them. Another approach is using Bayesian and
Question-Aware Models, because drawing inferences and modeling links between
the question and the image are required for VQA. Once the questions and images
have been customized, modeling co-occurrence statistics of the question and image
attributes can be used to infer the correct responses. A significantly different
Bayesian model took advantage of the fact that the type of answer can be predicted
purely by the query, for example, the model should assign 'What color is the flower?'
as a color question, then effectively reducing the open-ended problem into a
multiple-choice one. However, this was accomplished through the use of a form of
quadratic discriminant analysis, which modeled the probability of picture features
given the question features and answer type.

Previous features using global features alone may obscure task-relevant input
space spaces. Attentive models attempt to overcome this problem. These models
learn to 'attend' to the most important areas of the input space. Other vision and NLP
tasks, such as object identification, captioning, and machine translation, have shown
considerable success with attention models. All of these models are based on the
assumption that particular visual regions in an image and specific phrases in a
question are more informative than others for answering a given topic. For example,
for a system that answers the question 'What color is the umbrella?' The image
region containing the umbrella is more informative than other image regions.
Similarly, 'color' and 'umbrella’ are the textual inputs that require more direct attention
than the others. Global picture characteristics, such as a CNN's final hidden layer,
and global text elements such as bag-of-words, skip-thoughts, and so on, may not be
detailed enough to solve region-specific concerns. Before employing spatially
attentive methods, an algorithm must represent visual properties across all spatial



regions rather than only at the global level. Then, depending on the question, local
aspects from relevant regions can be given more importance. There are numerous
approaches to achieving local feature encoding. One method is to impose a uniform
grid over all picture locations, as illustrated in Figure 4, with the local image features
present at each grid site. This is frequently accomplished by operating on the last
CNN layer before the final spatial pooling that flattens the features. The question
then determines the significance of each grid location. Another approach to
implementing spatial attention is to generate region suggestions (bounding boxes)
for an image, encode each of these boxes using a CNN, and then use the question to
decide the relevance of each box's attributes. When it came to the Transformer era,
things couldn't have been easier. Dividing images into patches and learning the
embedding of patches based on its relationship to the rest of the image has made
learned features more and more informative. Along with the multi-head attention
mechanism attached to the encoding process, the most important information is
learned based on the context of both the photo and the question, used for late
decision-making. The use of joint attention for picture and question features is also
investigated. The primary idea is to let picture and question attention assist one
another, guiding attention to significant words and visual regions at the same time.
To do this, visual and question input are represented jointly by a memory vector,
which is utilized to forecast attention for both question and picture features at the
same time. The attentive process generates updated picture and question
representations, which are then used to update the memory vector iteratively. This
recursive memory update approach can be repeated K times to refine attention in
stages before fed to a Multi-Layer Perceptron (MLP) to generate the answer (in the
open-ended VQA task).
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Figure 4: A way to incorporate attention into a VQA system.

Our concerns are also attention-based models. With the ability to extract the
characteristics most relevant to the given problem, the model not only reduces
parametric comprehension but also reduces the complexity of the task when



compared to using global features by limiting the variability of the input space, is a
huge combined distribution between Image Domain and Language Domain. At the
same time, the characteristics learned from the encoder modules are also very rich
when expressing context, correlating with the rest of the image or question,
facilitating the filtering process to take place easily.

4. Vietnamese Visual Question Answering.

Visual Question Answering (VQA) is a challenging task that involves
processing both images and natural language questions to produce accurate
answers. In recent years, there have been significant advancements in the
development of deep learning models for encoding both visual and textual
information. However, when working with languages other than English, the task
becomes even more challenging.

- One of the main issues when working with languages such as Vietnamese is
the lack of large-scale datasets. This is particularly problematic when it
comes to VQA, as the task requires a deep understanding of both visual and
textual information. Without enough data to cover the full variability of text
and images, it becomes difficult to develop models that can generalize well to
new inputs. Moreover, the quality of the dataset is also a crucial factor that
affects the performance of the models. Low-quality data with errors,
inconsistencies, and biases can lead to poor generalization and inaccurate
predictions.

- Another challenge when working with Vietnamese is the lack of pre-trained
models that can effectively encode both visual and textual information. While
there have been significant advancements in the development of deep
learning models for image and text encoding, these models are typically
designed and trained for English-language datasets. As a result, when working
with languages such as Vietnamese, it becomes difficult to achieve optimal
performance using these models. To address these challenges, researchers
have proposed several solutions. One approach is to develop new models
specifically tailored for the Viethamese language. This involves collecting
more data and building models that are optimized for the specific
characteristics of the language. While this approach has shown promise in
some cases, it requires a significant amount of resources and may not be
feasible for all research groups. Another approach is to adapt existing models
to work with Vietnamese-language datasets. This involves fine-tuning
pre-trained models on Viethamese data to improve their performance on the
VQA task. However, the success of this approach depends heavily on the
quality of the pre-trained models and the availability of large-scale
Vietnamese-language datasets. A third approach is to use transfer learning to
leverage existing models that have been pre-trained on English-language
datasets. This involves using the pre-trained models as feature extractors and
training new models on top of these features to perform the VQA task. While



this approach has shown promising results in some cases, it is still limited by

the fact that the pre-trained models may not be optimized for

Vietnamese-language data.

- Despite these challenges, there have been some recent advancements in the
development of models for VQA in Vietnamese. For example, some
researchers have proposed using multi-modal transformers, which are models
that can jointly process both visual and textual information. These models
have shown promising results in the VQA task and can be adapted to work
with Viethamese-language data. And this is the way we are adapting for the
current task. The lack of both data and academic effort in problems related to
large and multimodal language models in Viethnamese is a pressing issue that
needs attention. To address this problem, we have chosen to focus on
adapting and improving the results on benchmark datasets available in the
Viethamese VQA problem. Our goal is to encourage and motivate more
research efforts in Vietnamese-related tasks. With improved results, we hope
to showcase the potential and the current drawbacks of Vietnamese language
models and raise awareness of the need for further development and
research in this area. Through our efforts, we aim to inspire and support a
community of researchers who are dedicated to advancing the field of
Vietnamese language models.

Il. Related works.

1. Vision Models.

a. CNN and Visual Attention Network.

The most fundamental difficulty in computer vision is determining how to
effectively compute powerful feature representations. Convolutional neural networks
(CNNs) use local contextual information and translation invariance features to
considerably improve neural network effectiveness. Since AlexNet, CNNs have
swiftly become the standard foundation in computer vision. To increase usability,
researchers worked hard to make CNNs deeper and lighter.

The attention mechanism can be thought of as an adaptive selection process
based on the input feature that is introduced into computer vision. It has aided in a
variety of visual tasks, including image classification, object identification, and
semantic segmentation. Channel attention, spatial attention, temporal attention, and
branch attention, as well as their combinations such as channel & spatial attention,
are the four core categories of attention in computer vision. In visual tasks, each type
of attention has a different effect.

Self-attention is a type of attention mechanism that originated in NLP. It is
becoming increasingly essential in computer vision due to its effectiveness in
capturing long-term reliance and adaptation. Various deep self-attention networks
(a.k.a., vision transformers) outperformed mainstream CNNs on various visual tasks,
demonstrating the enormous potential of attention-based models. Self-attention, on



the other hand, was originally created for NLP. When it comes to computer vision
tasks, it has three flaws.

(1) It considers images as 1D sequences, ignoring the 2D structure of
images.

(2) For high-resolution photos, quadratic complexity is too expensive.

(3) It merely achieves spatial flexibility while ignoring channel dimension
adaptation. Different channels frequently represent different objects in vision tasks.

[ 1x1Conv | X Softmax
| 1x1 Conv | T | 1x1 Conv |
4 N- 4
[ Dw-D-Conv_| [ ow D‘ Conv_| [ Dw-D-Conv_|
[ DW-£Conv | | DW-Conv | [ DW-‘Conv |
< ¥ < (o] [x] [v]
\ \ \ \ \ \ ! “ :
N )y \ N ) [ ]
(a) LKA (b) Non-Attention (c) Non-Attention(Add) (d) Self-Attention

Figure 5: The structure of different modules: (a) the proposed Large Kernel Attention
(LKA) for Visual Attention Network (VAN); (b) non-attention module; (c) replace
multiplication in LKA with addition ; (d) self-attention. It is worth noting that (d) is
designed for 1D sequences.

b. Vision Transformer.

Because it was designed for NLP, the typical Transformer model received a
one-dimensional series of word embeddings as input. When used in computer vision
for image classification, the input data to the Transformer model is provided in the
form of two-dimensional images.The input image then is split up into smaller
two-dimensional patches for the aim of arranging the input image data in a manner
that mirrors how the input is structured in the NLP domain (in the sense of having a
series of distinct words). Each image patch is then flattened into a vector. A
sequence of embedded image patches is generated by mapping the flattened
patches to dimensions, with a trainable linear projection. The patch embeddings are
finally augmented with one-dimensional positional embeddings , hence introducing
positional information into the input, which is also learned during training. In order to
perform classification, we feed at the input of the Transformer encoder, which
consists of a stack of multi-head attention layers to learn deeper representations.
The Multi-head Attention Network (MSP) is a network that generates attention maps
using embedded visual tokens. These attention maps assist the network in focusing
on the image's most critical regions, such as object(s). The concept of attention
maps is similar to that of saliency maps and alpha-matting in traditional computer



vision literature. Layer Norm keeps the training process on track and allows the
model to adapt to differences between training photos.
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Figure 6: ViT architecture.

There are 6 novel features of ViT Architecture compared to CNN:

- When compared to CNNs, ViT shows more similarity between representations
obtained in shallow and deep layers.

- In contrast to CNNs, ViT receives the global representation from the shallow
levels, but the local representation from the shallow layers is also crucial.

- Skip connections in ViT are considerably more influential than in CNNs and
have a significant impact on representation performance and similarity.

- CNNs maintain less spatial information than ViT.

- With vast volumes of data, ViT can learn high-quality intermediate
representations.

- MLP-Mixer's representation is more similar to ViT than CNNs.

c. Swin Transformer.

To remedy the shortcomings of the original ViT, the Swin Transformer
included two fundamental concepts: hierarchical feature maps and shifted window
attention. Swin Transformer derives its name from "Shifted Window Transformer."
Swin Transformer creates ‘hierarchical feature maps', which is a considerable
departure from ViT. To begin, 'feature maps' are just the intermediate tensors
produced by each succeeding layer. In this case, 'hierarchical' refers to the fact that
feature maps are merged from layer to layer (more on that in the following section),
thus lowering the spatial dimension (i.e. downsampling) of the feature maps from
one layer to another.
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More crucially, the Swin Transformer may be used in domains where fine-grained
prediction is necessary, such as semantic segmentation, thanks to these hierarchical
feature maps. In contrast, the ViT employs a single, low-resolution feature map
throughout its architecture.

Patch merging is the technique employed in Swin Transformer for
convolution-free downsampling. Swin Transformer's transformer block substitutes
ViT's conventional multi-head self-attention (MSA) module with a Window MSA
(W-MSA) and a Shifted Window MSA (SW-MSA) module. The standard MSA used in
ViT does global self-attention, and the relationship between each patch and all other
patches is computed. As a result, the complexity increases quadratically with the
number of patches, rendering it unsuitable for high-resolution photos. Swin
Transformer addresses this issue using a window-based MSA technique. A window
is nothing more than a collection of patches, and attention is only computed within
each window. Because the window size remains constant across the network, the
complexity of window-based MSA is linear with respect to the number of patches
(i.e. the size of the image), which is a significant improvement over the quadratic
complexity of standard MSA. However, one clear limitation of window-based MSA is
that limiting self-attention to each window reduces the network's modeling power.
Swin Transformer addresses this by adding a Shifted Window MSA (SW-MSA)
module after the W-MSA module. This shifting window technique introduces critical



cross-connections across windows and has been shown to boost network
performance.
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Figure 8: Swin Transformer Architecture.

d. Convolutional vision Transformer (CvT).

Convolutional Vision Transformer (CvT) is a novel architecture that improves
the performance and efficiency of Vision Transformer (ViT) by incorporating
convolutional neural networks (CNNs) into the ViT architecture. This hybrid model
leverages the benefits of both CNNs and Transformers, resulting in a highly effective
and efficient network that can tackle a wide range of vision tasks.

The first key change in CvT is the use of a Transformer hierarchy with a new
convolutional token embedding. This new token embedding incorporates local
spatial information into the network, enabling the model to better capture shift, scale,
and distortion invariance. By doing so, CvT is able to achieve better performance on
tasks that require spatial reasoning, such as object detection and segmentation. The
second key change in CvT is the use of a convolutional Transformer block with a
convolutional projection. This enables the network to better capture local
interactions between features, which is critical for tasks that require precise spatial
localization, such as object detection. The convolutional projection also helps to
reduce the overall computational cost of the network, enabling faster training and
inference times. By incorporating both CNNs and Transformers into the architecture,
CvT is able to achieve the benefits of both models. CNNs are highly effective at
capturing local spatial information and feature interactions, while Transformers are
able to capture global context and improve generalization. By combining the two,
CvT is able to achieve superior performance on a wide range of vision tasks.
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Block, which contains the convolution projection as the first layer.
e. CLIP - ViT.

Although deep learning has revolutionized computer vision, current
approaches have several major flaws: typical vision datasets are labor intensive and
expensive to create while teaching only a limited set of visual concepts; standard
vision models are good at one task and one task only, and require significant effort
to adapt to a new task; and models that perform well on benchmarks perform
disappointingly poorly on stress tests, casting doubt on the entire deep learning
paradigm. CLIP (Contrastive Language—Image Pre-training) is a foundation network
model aimed at addressing these issues: it is trained on a wide range of images with
a wide range of natural language supervision readily available on the internet. The
network is designed to be directed in natural language to complete a wide range of
classification benchmarks without directly optimizing for the benchmark's
performance, also called “zero-shot”.

CLIP models are substantially more versatile and general than existing
ImageNet models in computer vision since they learn a wide range of visual
concepts directly from plain language. All we need to do to apply CLIP to a new task
is "tell" CLIP's text-encoder the names of the task's visual ideas, and it will output a
linear classifier of CLIP's visual representation. Clip embedding can also be used for
multimodal downstream tasks in English (such as VQA) because that embedding
understands the context of the connection between 2 data distribution areas. CLIP
enables users to create their own classifiers and eliminates the requirement for
task-specific training data. The way these classes are created can have a significant
impact on both model performance and model biases.

In our experiments, we reuse the trained visual encoder model of CLIP (ViT
architecture), called CLIP-ViT. Although it has been trained and proven effective for
understanding the link between embedding between 2 data distributions in images
and English, we also hope that it can be adapted to Viethamese through fine-tuning
on the new dataset, because the language is generally structured data.



1. Contrastive pre-training
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Figure 10: Training CLIP.
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Figure 11: Zero-shot Classification with CLIP.



2. Language Model.

a. Phow2v.

Before the advent of the word embedding method using word2vec, to
represent words, people often chose ways like one-hot encoding. However, this
method has too many weaknesses such as the length of the vector representing
words as long as the number of words in the dictionary, which consumes a lot of
storage space and the semantic relationship between words has not been shown.
Since then word2vec was born using a neural network capable of representing words
with a vector dimension much lower than the dictionary length. Based on the idea
that two words appearing in the same context have the same meaning and from the
semantics of the surrounding words the model can guess the central word.
Word2vec has two models: Skip-gram and Continuous Bag of Words (CBOW) which
all have in common is using a neural network to embed the semantics of words.

- Skip-gram: In the context of this study, it is postulated that a sliding window of
predetermined dimensions traverses a sentence, where the word positioned in
the center of the window is referred to as the "target," while the words situated
to its left and right, within the confines of the sliding window, are designated
as the "context" words. The skip-gram model, employed for training purposes,
endeavors to estimate the probabilities associated with a word being
designated as a context word for a given target word.
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Figure 12: Training skip-gram.

- Continuous Bag of Words (CBOW): The Continuous Bag-of-Words (CBOW)
model, a comparable approach for acquiring word embedding vectors, is
posited as an alternative in this research. In this model, the prediction task
involves estimating the target word based on the source context words, as
opposed to the skip-gram model which predicts context words from a given



target word.

Output
Input softmax
7\ 7\
X110 Hidden 0 M
X2 0 N /};1\ 0 |¥2
. By v .
Vector of word i
hs 2
V § T
X Matrix W =] - | X Matrix w” & |V =
a J
' Context matrix
ha
Embedding matrix \\\1\/
Xv| 0 N-dimension vector 0 |yv
\_/ \_/

Figure 13: Training CBOW.

PhoW2V embedding was pre-trained on a 20 GB corpus of Viethamese texts,
providing word embedding vectors at syllable level and word-level with vector lengths
of 100 or 300. Expressing words as semantics to enhance performance for other
downstream tasks related to Viethamese language processing.

b. PhoBERT.

The Transformer network, originally introduced by researchers from Google in
their seminal paper "Attention is All You Need", has profoundly revolutionized the
field of natural language processing. Acknowledging the significance of establishing
a robust foundation for further research and applications in Vietnamese language
processing, the development of a transformer network trained on Vietnamese data is
imperative. PhoBERT is a state-of-the-art pre-trained language model that was
developed by the Vietnamese Al community in 2020. It was trained on a large corpus
of Vietnamese text using a Transformer architecture. The resulting model is capable
of generating high-quality natural language text in Vietnamese, as well as performing
a variety of downstream NLP tasks such as text classification, named entity
recognition, and sentiment analysis.

One of the key innovations of PhoBERT is its use of subword tokenization,
which splits words into smaller units called subwords. This allows the model to
capture the morphology of Viethamese words more effectively, as Vietnamese is a
tonal language with a complex system of diacritics that can significantly alter the
meaning of a word. By breaking words down into subwords, PhoBERT is able to
represent these nuances more accurately, resulting in improved performance on
tasks such as sentiment analysis and text classification. Another strength of



PhoBERT is its use of masked language modeling, which is a pre-training task where
the model is trained to predict missing words in a sentence based on its context.
This task helps the model to learn the syntactic and semantic relationships between
words, as well as the overall structure of language. This in turn allows the model to
generate more coherent and grammatically correct text, as well as perform better on
tasks that require understanding of sentence structure such as natural language
inference and machine translation. PhoBERT's embeddings have been shown to be
highly effective on a variety of downstream tasks, achieving state-of-the-art
performance on several benchmarks. For example, in the Sentiment Analysis in
Vietnamese (SAIV) challenge, PhoBERT achieved an accuracy of 87.8%,
outperforming all other models by a significant margin. In addition, PhoBERT has
been used to improve the performance of other NLP models on Vietnamese text,
such as named entity recognition and text classification.

Despite its strengths, PhoBERT does have some limitations. One is its reliance
on pre-training on a large corpus of text, which can be computationally expensive
and time-consuming. This can make it challenging for researchers with limited
resources to use PhoBERT effectively. Additionally, PhoBERT's subword tokenization
can lead to some loss of interpretability, as it can be difficult to map subwords back
to their original words in a meaningful way. Overall, however, PhoBERT represents a
significant advancement in NLP for Vietnamese, providing a powerful tool for
researchers and practitioners working in this language. Its strong performance on a
variety of tasks, combined with its innovative use of subword tokenization and
masked language modeling, make it a highly versatile and effective language model.
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Figure 13: Training BERT with masked language modeling task.

lll. Project management plan.



The purpose of this project management plan is to define the processes,
procedures, and resources required to develop a Vietnamese Visual Question
Answering (VQA) system. The VQA system will allow users to input natural language
questions related to images and receive accurate and contextual answers in

Vietnamese.
Project Objectives: The main objectives of this project are as follows:

o

o

o

O

o

o O O O O

Develop a Vietnamese VQA model that can outperform the baseline
model for ViVQA dataset.

Building a demo for visualizing the ability of the best model for
answering arbitrary questions about the content of an testing image.

A research paper

Project Scope: The project scope will include the following activities:

Research and analyze existing VQA systems and their performance in
the Vietnamese language.

Develop a new system architecture and design the algorithm for the
Vietnamese VQA system.

Collect and preprocess image and text data for training and testing.
Train and test the system using proposed algorithms.

Develop a user interface that allows users to upload images and input
questions in Vietnamese.

Test and validate the system's performance through a series of
evaluation metrics.

Project Deliverables: The project deliverables will include the following:

A detailed project plan outlining the project scope, objectives, and
timelines.

System architecture and design.

Preprocessed dataset for training and testing.

Trained and tested machine learning model.

User interface design document (Demo).

A report detailing the evaluation metrics and the system's performance.

Project Timeline: The project timeline will be broken down into the following

phases:

o

o O O O

o

o

o

o

Research and analysis phase (2 weeks)

Design phase (1 weeks)

Data collection and preprocessing phase (1 week)
Training and testing phase (4 weeks)

User interface development phase (2 weeks)
Evaluation and reporting phase (2 weeks)

Risk Management: The following risks have been identified for this project:

Data collection and preprocessing delays.
Insufficient computing resources for training and testing.
Algorithm performance does not meet the desired accuracy level.



The detailed plan is shown in Table 1:

Timeline

Member’s Task

HieulT

TuyenDC

Team's task

Week 1

Learn about VQA task

Learn about Dataset for
Vietnamese VQA and
baseline model

Research paper

Week 2

Learn about SOTA
approach for VQA task

Download dataset and
visualizing statistics

Research paper

Week 3

Finding drawbacks and
proposing development
directions.

Building DataLoader

Define the problems
and propose the
solutions

Week 4

Implementing visual
encoder (4 modules)

Implementing language
encoder (2 modules)

Running baseline and
reporting results

Week 5

Implementing visual
encoder (4 modules)

Implementing language
encoder (2 modules)

Running baseline and
reporting results

Week 6

Implementing fusion
modules (2 modules)

Running experiments

Running baseline and
reporting results

Week 7

Running experiments
and writing documents

Running experiments
and reporting results

Running experiments
and reporting results,
implementing
proposed methods

Week 8

Implementing proposed
methods

Running experiments
and reporting results

Running experiments
and reporting results,
implementing
proposed methods

Week 9

Running experiments
and writing documents

Running experiments
and writing documents

Writing paper and
building demo with
Streamlit

Week 10

Running experiments
and writing documents

Running experiments
and writing documents

Writing documents and
building demo with
Streamlit

Week 11

Writing documents

Writing documents

Writing documents and
building demo with
Streamlit

Week 12

Writing documents

Writing documents

Writing documents and
building demo with
Streamlit, paper




submission
Week 13 Writing documents and | Writing documents and iessggpa:gies ;‘orer
build AP build API P on, pap
submission
Week 14 Writing documents and | Writing documents and rzsneli?a?ilgdneili?’r:o
build AP build AP P : '
paper rebuttal
Table 1: Project Management Plan
IV. Materials and methods.

1.

Dataset.

In this project, we reuse the dataset ViVQA, a dataset for a VQA system in
Vietnamese. It is translated from the COCO-QA dataset, where the images are from
MS COCO, which is one of the most prestigious, vast, and diverse image datasets to
date. The dataset construction procedure was divided into three stages: image
collection, question generation, and dataset validation.

Extract 10,328 images randomly from the MS COCO dataset.

Translate question-answer pairs from English to Vietnamese using the
COCO-QA dataset in English by employing two well-known machine
translation technologies, Google Translate2 and Microsoft Translator3.
However, numerous translated questions are strange and difficult to grasp.

Before reviewing and correcting errors in translated data, annotation rules to
improve the dataset's quality are provided, where question-and-answer pairs
must follow the rules outlined in Table 1. Questions and answers that do not

match the rules are eliminated and replaced with new ones.

No. Descriptions
1 Each image must contain 1 - 3 questions.
2 Each question must have one corresponding and unique answer.
3 Each answer must only contain one word.
4 Q&A only about the activities and objects visible in the image.
5 Familiar English words like laptop, TV, ok, etc. are allowed.
6 Each question must be a single sentence.
7 While annotating, personal opinion and emotion must be avoided.




Questions can include a variety of activities and objectives from
8 various
perspectives.

Table 2: ViVQA dataset annotation rules.

The ViVQA dataset contains 10,328 photos and 15,000 pairs of questions and
answers related to the images' content. The dataset is splitted into training and test
sets in an 8:2 ratio. Because the question and answer pairings in our dataset are
based on question and answer pairs from the COCO-QA dataset, the question types
follow the definitions of this one, including four categories: object, number, color, and
location.

~ Location;
22.82%

Training set.

- Location;
22.82%

Test set.

Figure 12: The distribution of the question types on the ViVQA dataset.



Category 0: Object

- Question: nhitng gi chia nhiéu rau?
- Answer: dia 3n

Figure 13: Training sample of category 0 (Object) in ViVQA dataset.

Category 1: Number

- Question: cé bao nhigu con ngua van gam cd trén cay bui trong tu nhién?
- Answer: mot

Figure 14: Training sample of category 1 (Number) in ViVQA dataset.

Category 2: Color

- Question: mau cua chiéc binh 1a gi?
- Answer: mau xanh |a

Figure 15: Training sample of category 2 (Color) in ViVQA dataset.



Category 3: Location

- Question: ngudi phu nit nhin & dau?
- Answer: guang

Figure 16: Training sample of category 3 (Location) in ViVQA dataset.
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Figure 17: Number of answers in each type of question.
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Figure 18: The distribution of each answer in each type of question.



Based on the dataset annotation rules, we can also limit the scope of the
problem we are working on which is an open-end VQA problem with a fixed-size
output list of words and our contribution will be to try to adapt the best models in
image processing and natural language to produce a good result on this benchmark.

2. Proposed method.

a. Our proposed model in Figure 19 is a novel approach to visual question
answering (VQA) that combines three state-of-the-art architectures:
Convolution Embedding layer in CvT, the window and shifted-window
multihead attention layer in Swin Transformer, and the Bert architecture
for the question encoder. This unique combination of architectures
provides several advantages over traditional VQA models. We do
fine-tuning pretrained weights of visual models trained on Imagenet
and the whole PhoBert architecture.

- One advantage of this model is its ability to handle complex and diverse
inputs. The Convolution Embedding layer in CvT is a powerful image encoder
that can handle different image sizes and resolutions. This allows the model
to process images of varying quality and complexity, making it more versatile
and robust than other VQA models that are limited to specific image sizes or
resolutions.

- The window and shifted-window multihead attention layer in Swin
Transformer is another key component of the proposed model that provides
several advantages. This layer is able to attend to different regions of the
image at multiple scales, allowing the model to extract more detailed and
fine-grained features from the image. Additionally, the shifted-window
approach helps to reduce computational overhead and memory usage,
making the model more efficient and scalable.

- The Bert architecture for the question encoder is another important aspect of
the proposed model. By leveraging the power of pre-trained language models,
the Bert architecture is able to capture the complex semantic and syntactic
relationships in natural language questions. This allows the model to better
understand the meaning of the question and extract the relevant information
from the image.

- Another advantage of the proposed model is its ability to perform joint
attention at the fusion module. This allows the model to combine the
information from both the image and the question in a more effective and
efficient way. By learning to distill what information is needed to answer the
question, the model is able to focus on the most important and relevant
features of the image and question, resulting in more accurate and precise
answers.

However, there are some drawbacks for training our model:



- While the use of pretrained models is a common practice in deep learning,
fine-tuning these models on datasets with different languages and cultures
can be challenging. In our case, the pretrained models were trained on the
English language and culture, while the Viethamese VQA dataset is in
Vietnamese. This presents several challenges, such as the model's ability to
generalize to a different language and culture, potential biases in the model's
predictions, and the need for large amounts of labeled data in Viethamese.
However, we don't have that much data as doing experiments in a benchmark.
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Figure 19: Our proposed model architecture for the ViVQA task.

b. We conduct our experiments with the CLIP-ViT and PhoBert model as a
hybrid model that combines the Clip-Vit visual encoder with the
PhoBert language model.

Xewyos




The Clip-Vit visual encoder, as mentioned, is a variant of the ViT (Vision
Transformer) architecture that was introduced in the CLIP (Contrastive
Language-Image Pre-training) model. The Clip-Vit model is pre-trained on a
large dataset of images using a self-supervised learning approach, which
allows it to learn to encode visual information without relying on explicit labels
or annotations. The Clip-Vit model is usually then fine-tuned on a specific task,
such as visual question answering, to improve its performance.

The PhoBert language model, on the other hand, is a variant of the ROBERTa
architecture that has been specifically trained on Vietnamese text. The
PhoBert model has a deep understanding of the nuances and complexities of
the Vietnamese language, which makes it an ideal choice for processing
Vietnamese textual information.

In the Clip-Vit combined with PhoBert model, the Clip-Vit visual encoder and
the PhoBert language model are combined in a multi-modal architecture. The
model takes an image and a textual question in Vietnamese as input and
outputs an answer to the question in Vietnamese as output. The image is first
passed through the Clip-Vit visual encoder, which encodes the visual
information into a high-dimensional feature space. The textual question is
then processed by the PhoBert language model, which encodes the textual
information into a contextualized embedding. The two encodings are then
fused together using a cross-modal attention mechanism, which allows the
model to understand the relationship between the visual and textual
information. The fused encoding is then passed through a series of fully
connected layers to generate the final answer to the question. The Clip-Vit +
PhoBert model architecture has several advantages, including its ability to
understand both visual and textual information, its deep understanding of the
Vietnamese language, and its ability to generate high-quality answers to
open-end Vietnamese visual question answering tasks.

Again, one significant drawback of using an English pre-trained model like

Clip-Vit for non-English languages is the potential for language bias. Pre-trained
models are trained on large-scale datasets, which can lead to the model learning
biases and stereotypes that exist in the training data. When applied to non-English
languages, these biases can manifest themselves in different ways, leading to
inaccuracies and errors in the model's outputs.

Another drawback of using an English pre-trained model for non-English
languages is the potential for domain mismatch. When applied to non-English
languages, the model may encounter images or concepts that it has not seen
before or are not well represented in the training data, leading to reduced
performance and accuracy.

Furthermore, the use of an English pre-trained model for non-English
languages can also lead to challenges in fine-tuning the model for specific
tasks. Fine-tuning is the process of adapting a pre-trained model to a specific



task or domain by retraining the model on a smaller dataset. However, when
using an English pre-trained model for non-English languages, the training
data may not contain enough examples to effectively fine-tune the model,
leading to overfitting or underfitting.

c. Combining pre-trained CNN and transformer models, such as Visual
Attention Network (VAN) and PhoBERT, respectively, can also leverage
the strengths of each and enable the model to better understand and
reason about the world around us. This combination can be particularly
useful for Vietnhamese VQA, where both visual and textual
understanding is required in the Viethamese language.

One advantage of combining VAN and PhoBERT for Viethamese VQA is the
ability to handle complex language and visual information. PhoBERT, as
mentioned, is a pre-trained language model that has been specifically trained
on Vietnamese text, allowing it to understand and process the nuances of the
language. This is important for VQA, as the questions and answers can often
contain complex language, idiomatic expressions, and cultural
references.Similarly, VAN is a pretrained CNN model that has been specifically
designed for image captioning tasks. By attending to different regions of an
image and generating a textual description, VAN can extract visual features
from an image and understand its content. This is important for VQA, as the
model must be able to understand the visual content of the image and
generate an appropriate answer based on that understanding. By combining
VAN and PhoBERT, the model can process both visual and textual information
and generate more accurate answers.

Another advantage of combining VAN and PhoBERT for Vietnamese VQA is
the ability to leverage pretraining. Both models have been pre-trained on large
datasets, allowing them to learn general features that can be transferred to
new tasks. This is important for VQA, as it is a task that requires a large
amount of training data to achieve good results. By leveraging the pretraining
of both models, the model can achieve better results with less training data,
making it more efficient and practical to use in real-world applications.
Furthermore, the combination of VAN and PhoBERT can lead to more
explainable results in Vietnamese VQA. VAN's attention mechanism enables
the model to attend to different regions of the image while generating a
textual description, providing insight into the visual features that are important
for the task. This can be particularly useful in applications where it is
important to understand the reasoning behind the model's decisions.
Similarly, PhoBERT's transformer architecture enables it to capture the
semantic meaning of the question and generate an appropriate answer based
on that understanding. This can help to ensure that the model generates
answers that are consistent with the meaning of the question, leading to more
accurate and explainable results.



d. The CvT + PhoBert model is also considered well-suited for
Vietnamese VQA because it can effectively capture both the visual and
linguistic aspects of the input data. The Convolutional Vision
Transformer (CvT) can extract visual features from the input image,
while the Pretrained Hierarchical Bidirectional Encoder Representations
from Transformers (PhoBert) can capture the contextual and semantic
information from the input text in Viethamese language. By combining
these two techniques, the CvT + PhoBert model can effectively reason
about the relationship between the image and the text, and generate
accurate answers to the questions.

- One advantage of using the CvT + PhoBert model for Viethamese VQA is that
it has already been pretrained on large-scale datasets in Vietnamese
language, such as the VnCoreNLP corpus, which contains more than 1 million
sentences. This pretrained model can be fine-tuned on smaller datasets for
specific tasks, such as Vietnamese VQA, to further improve its performance.
This allows for efficient use of computational resources and faster training
times.

- The CvT model has also shown promising results in transfer learning, where a
model is pretrained on a large dataset and then fine-tuned on a smaller
task-specific dataset. The CvT model can be pretrained on large-scale
datasets, such as ImageNet, and then fine-tuned on smaller datasets for
specific tasks, such as object detection or image segmentation. This allows
for efficient use of computational resources and faster training times, while
still achieving state-of-the-art performance on a wide range of tasks. With the
removal of positional embedding while training, it can operate on images of
arbitrary size, showing the ability to effectively capture both local and global
spatial features in an image.

V. Results.

1. Experimental results.

By defining traditional models or pretrained transformers for the Vietham VQA
task, we conduct training from scratch with traditional models and fine-tuning large
pretrained models, with settings that are tweaked to fit our problem. Pytorch is our
main programming language. The training process is conducted on Colab, Kaggle
and GPU Server, estimated at 1 hour for 50 epochs of training. Our experimental
results are shown in Table 3.

Metric

System Accuracy WUPS 0.9 WUPS 0.0



LSTM + W2V 0.3228 0.4132 0.7389

LSTM + FastText 0.3299 0.4182 0.7464
LSTM + EMLO 0.3154 0.4114 0.7313
LSTM + PhoW2Vec 0.3385 0.4318 0.7526
Bi-LSTM + W2V 0.3125 0.4252 0.7563
Bi-LSTM + FastText 0.3348 0.4268 0.7542
Bi-LSTM + ELMO 0.3203 0.4247 0.7586
Bi-LSTM + PhoW2Vec 0.3397 0.4215 0.7616
Co-attention + PhoW2Vec 0.3496 0.4513 0.7786
CvT + PhoBert 0.3805 0.5382 0.7943
Clip-Vit + PhoBert 0.5227 0.5641 0.8308
Pretrained CNN (Visual 0.5979 0.6157 0.8623
Attention Network) +
PhoBert
Swin Transformer + PhoBert 0.6201 0.6814 0.8719

Table 3. Experimental results on ViVQA dataset.

a. The Swin Transformer and PhoBert combined models have achieved
state-of-the-art results in this task, outperforming other models in
terms of accuracy, from 34.96% to 62.01% and from 45.13 to 68.14 in
WUPS 0.9 score , from 77.86 to 87.19 in WUPS 0.0 score. The model
has shown its strength in encoding effectively each of two types of
data.

- The key features of the Swin Transformer is the use of a hierarchical feature
aggregation mechanism. The model first divides the input image into
non-overlapping patches and applies a set of convolutional layers to each
patch. These patches are then aggregated into a smaller set of feature maps,
which are processed using a set of transformer blocks. The output of these
blocks is then aggregated again to produce the final feature representation of
the image. The use of hierarchical feature aggregation allows the Swin



Transformer to efficiently process large-scale images while maintaining a high
level of accuracy. This is particularly useful for VQA tasks, where the model
needs to attend to different parts of the image to generate a relevant answer.
On the other hand, PhoBert is a BERT-based model that has been pre-trained
on a large corpus of Vietnamese text. BERT (Bidirectional Encoder
Representations from Transformers). The PhoBert model is pre-trained on a
large corpus of Vietnamese text, which allows it to learn the language-specific
features of Vietnamese language. The pre-training process of PhoBert
involves two tasks: masked language modeling and next sentence prediction.
In masked language modeling, the model is trained to predict a missing word
in a sentence given the surrounding context. In next sentence prediction, the
model is trained to predict whether two sentences are consecutive in a text
corpus. The pre-training process allows the PhoBert model to learn the
statistical patterns and relationships between the words in the Vietnamese
language. This knowledge can then be transferred to downstream tasks such
as VQA, where the model needs to generate a relevant answer in Vietnamese.
The combination of the Swin Transformer and PhoBert models in the
Vietnamese VQA task is particularly effective because it allows the model to
leverage the strengths of both models. The Swin Transformer can efficiently
process the input images and generate relevant visual features, while PhoBert
can understand the questions in Vietnamese and generate relevant textual
features. The combination of these two features allows the model to
generate a more accurate and relevant answer to the given question.
b. The results of the Clip-Vit + PhoBert model on the Vietnamese VQA
dataset show that it performs better than the baseline model, but still
has room for improvement. The model achieves an accuracy of 0.5227,
a WUPS score of 0.5641 for a threshold of 0.9, and a WUPS score of
0.8308 for a threshold of 0.0. While these results are an improvement
over the baseline model, they are not as high as those achieved by
state-of-the-art models on other VQA datasets.
One reason for the relatively low performance of the Clip-Vit + PhoBert model
on the Viethnamese VQA dataset could be the complexity of the Viethamese
language. Vietnamese is a tonal language with a complex grammar and
vocabulary, which can make it difficult for models to accurately capture the
meaning of questions and generate appropriate answers. Additionally, the
Vietnamese VQA dataset may not be as large or diverse as other VQA
datasets, which can limit the ability of the model to generalize to new
examples.
However, the Clip-Vit + PhoBert model is a combination of a highly effective
image processing model (Clip-Vit) and a state-of-the-art language model
specifically designed for Vietnamese (PhoBert). This approach represents an
important step forward in developing effective and accurate models for



cross-modal retrieval tasks in non-English languages. From here, it also opens
up a new direction in multimodal problems for separating the training
embedding problem as a contrastive learning task (foundation model) before
applied to downstream ones. However, we expect that there will be more such
open-source embedding for multimodal tasks in the future as we still
encounter cases where reusing an individual embedding for visual features
with a different encoding model leads to severe performance degradation due
to data mismatch.

c. The Pretrained CNN (Visual Attention Network) + PhoBert model
achieved an accuracy of 0.5979 and a WUPS score of 0.6157 for the
WUPS 0.9 metric, and a WUPS score of 0.8623 for the WUPS 0.0
metric. Compared to the baseline model, Co-attention + PhoW2Vec, the
Pretrained CNN (Visual Attention Network) + PhoBert model achieved
significantly higher scores across all three metrics. The baseline model
had an accuracy of 0.3496 and WUPS scores of 0.4513 for the WUPS
0.9 metric and 0.7786 for the WUPS 0.0 metric.

The main advantage of the Pretrained CNN (Visual Attention Network) +
PhoBert model over the baseline model is the use of a pre-trained CNN for
image feature extraction and PhoBert for text processing. This combination
enables the model to better understand both the image and the question,
resulting in more accurate answers. The pretrained CNN is able to extract
high-level visual features from the image, such as edges, shapes, and
textures, which can be used to more accurately answer questions about the
image. PhoBert, on the other hand, is a language model that has been
specifically designed for the Viethnamese language. It has been pre-trained on
a large corpus of Vietnamese text, allowing it to better understand the
nuances and complexities of the language. This makes it particularly effective
for answering questions in Vietnamese, as it can more accurately interpret the
meaning of the question and generate a relevant answer. Because the
Pretrained CNN (Visual Attention Network) is trained for Image Captioning
Task, it has the advantage of a multimodal perspective model when capturing
relevant local information used for language tasks, these local features are
showing the ability to transfer better than global features in the transformer's
model, as training transformers require a large of training data to achieve
better results.

d. Although the results when training with CvT + PhoBert are not superior,
the experimental results still show a fairly good generalization ability of
the model. Although the accuracy is not too high compared to the
baseline model (0.3805 vs 0.3496), the model achieves the same
WUPS parameter as other transformers models (0.5382 for WUPS 0.9).
In general, as the field of computer vision continues to evolve, models
like the CvT are likely to play an increasingly important role in enabling



machines to understand and interpret visual information in a variety of
contexts with adaptive size input images and the ability to learn both
local and global visual features.

. Fail case analysis.

Through testing and testing, we found that this benchmark data for
Vietnamese VQA still has some shortcomings:

The first issue with this Viethamese VQA benchmark dataset is that it is not
large enough for fine-tuning pretrained transformers models for English.
Pretrained transformers models, such as BERT, RoBERTa, and GPT, have
achieved state-of-the-art performance on a wide range of natural language
processing tasks, including VQA. These models are typically pre-trained on
large-scale datasets, such as Wikipedia and BookCorpus, and then fine-tuned
on smaller task-specific datasets. However, the size of the Viethamese VQA
benchmark dataset is relatively small compared to other popular VQA
datasets, such as VQA v2.0 and COCO-QA, which can lead to data mismatch
and overfitting. Data mismatch occurs when the distribution of data in the
training dataset is significantly different from the distribution of data in the
fine-tuning dataset. This can lead to poor generalization performance of
models, as they may not have learned to handle the specific characteristics of
the new scenario

The second issue with the Vietnamese VQA benchmark dataset is that some
questions may not be very true for normal communication, as they are
translated from the COCO-QA dataset. The COCO-QA dataset is a popular VQA
dataset in English that contains questions and answers that are collected
from real-world images. However, the translation of these questions and
answers into Vietnamese may not always preserve the meaning and intent of
the original questions and answers. This can distort the learning process of
the model, as it may learn to associate incorrect answers with certain
questions, leading to poor performance.

In addition, there are some conundrums where the input image contains very
little data for making decisions of the model. Despite the involvement of
attention-based models for learning and retaining the most important
information of the photo, those difficult cases need to be given more attention
and appear in the training dataset so that the model can learn to distinguish
and learn to make correct decisions.

Through conducting experiments, we found that model errors often lie in the
questions of categories 1 (Number) and categories 3 (Location), while we can
do very well with questions of category 0 (Object) and category 2 (Color). The
reason may lie in the fact that category 1 and category 3 questions often
require the model to pay attention to different positions of the image,
synthesize all related information to be able to make an accurate decision,
this can be solved if we increase the number of heads and the number of



multihead attention layers, however, it can lead to overfitting because the
training dataset is not large and comprehensive enough. Thus, what is needed
now for the further development of modeling for the VQA task is to increase
the number and variety of training sample questions, especially difficult
questions in category 1 and category 3.

Question: c¢é bao nhiéu ké hoach hai chién tranh thé giéi cé dién ngdi trén duong bing

Answer: ba

Pred_answer: ba
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Figure 20: Translation error in dataset. However, there are cases where the model can
still understand the context of the sentence and give the correct answer.



Question: nguai phu nit dang kiém tra dién thoai di déng & dau?
Answer: nha vé sinh
Pred answer: phong tam |
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Figure 21: Failing case with conundrum. However, we can understand that these 2
results are completely close.
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Question: ca rot twoi & dau
Answer: phong bép

Pred answer: thuing chira
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Figure 22: Failing case with conundrum. There are still carrots in the tray.
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You selected question: cé bao nhigu ngudi dan éng cam vt
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Figure 23: Experimenting with our demo Ul, the results showed that the ability to
work on large objects, but still struggles with small objects.
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Enter question (Viethamese):
cai gi trong anh
Predict

Answer: xe may

Figure 24: Experimenting with our demo Ul, the model gave the answer correctly.



VI.

Discussion.

1. About our experimental results

In our experiment, we have used state-of-the-art models for encoding images

and text in Vietnamese so far in our area of knowledge. Although the results
outperform the baseline models, it will not getting more than a threshold because of
the following 2 reasons:

The first challenge is related to the size and quality of the dataset used for
training VQA models. The quality of the dataset is a crucial factor in the
performance of any machine learning model, including VQA models. The
dataset used for training VQA models needs to be large enough to capture the
variability of both images and text. This means that the dataset needs to
include a diverse range of images and questions that cover various topics and
scenarios. However, currently available datasets for VQA in Viethamese are
relatively small and lack diversity. This limits the ability of VQA models to
learn and generalize well to new data. Moreover, the quality of the dataset is
also a concern as it can have a significant impact on the performance of the
model. The quality of the dataset can be affected by several factors such as
incorrect labeling, missing data, and unbalanced data. This can result in
biased models that are not able to perform well on new data.

The second challenge is related to the effectiveness of the models used for
encoding images and text. VQA models rely on two main components, an
image encoder and a text encoder, which are used to extract features from
images and text respectively. The effectiveness of these encoders plays a
crucial role in the overall performance of the VQA model. The current
state-of-the-art models for encoding images and text in Viethamese are
designed independently of each other, and they do not effectively learn pattern
matching between the two distribution zones. This limits the ability of the
model to understand the relationship between images and text, resulting in
lower accuracy in answering questions. Furthermore, current models that are
developed for VQA in Viethamese are just pairing the best performing
encoders in each field without being able to learn effectively pattern matching
between 2 distribution zones.

Therefore, there is a need for new approaches that can effectively learn the

relationship between images and text in Vietnamese. In order to address these
challenges, there are several strategies that can be employed.

First, there is a need for larger and more diverse datasets for VQA in
Vietnamese. This can be achieved by collecting data from various sources,
including social media platforms, news websites, and online forums.
Additionally, there is a need for improved data labeling techniques to ensure
the quality of the dataset. This can be achieved by employing crowd-sourcing
techniques or using semi-supervised learning approaches.

Second, there is a need for new approaches that can effectively learn the
relationship between images and text in Viethamese. This can be achieved by
developing new models that are specifically designed for VQA in Vietnamese,
which can effectively learn the relationship between images and text. For
instance, models that integrate multi-modal features and learning-based
approaches can be employed to enhance the relationship between images
and text.



In conclusion, VQA in Vietnamese is a challenging task that requires the
development of models that can effectively learn the relationship between images
and text. The challenges of dataset size and quality, and the effectiveness of the
models used for encoding images and text, are major factors affecting the
performance of VQA models for Vietnamese language. However, by employing new
strategies and approaches, we can overcome these challenges and improve the
performance of VQA models

2. In a bigger view.

In recent years, the field of multimodal learning has seen tremendous
advancements with the emergence of state-of-the-art models such as CLIP, DALL-E,
and GPT-3. These models have demonstrated remarkable capabilities in encoding
and understanding both text and images, leading to a wide range of applications,
including image captioning, visual question answering, and text-to-image synthesis.
However, the majority of these models have been developed and trained on English
datasets, which limits their applicability in other languages such as Vietnamese.

One of the key challenges in developing multimodal models for Viethamese is
the scarcity of high-quality datasets. Unlike English, which has a vast amount of
annotated data available, Vietnamese has a relatively smaller corpus, which makes it
challenging to train large-scale models. Moreover, the quality of the datasets is not
always up to the mark, with noise and inconsistencies affecting the overall
performance of the models. This is particularly true for complex tasks such as image
captioning, where a single error in the input text can significantly affect the output.
Another challenge in developing multimodal models for Viethamese is the lack of
investment in research and development. While several Vietnamese language
models have been developed in recent years, such as PhoBert and ViDeBERTa, most
of these models have been trained on text data only, without considering the
multimodal aspect. This limits their applicability in tasks that require understanding
both text and images, such as image captioning and visual question answering.
Furthermore, the lack of investment in research and development has also limited
the availability of computational resources required to train large-scale models.

To overcome these challenges, a stronger investment in both data and
computational resources is needed. One way to address the scarcity of high-quality
datasets is to encourage the creation of annotated datasets through collaborations
between industry and academia. This would require investments in infrastructure,
tools, and resources to support the creation and curation of large-scale datasets that
cover the entire variability of text and images. Additionally, the development of
transfer learning techniques that can leverage pre-trained models on English
datasets and fine-tune them on Vietnamese datasets could also be explored.
Furthermore, research and development in multimodal learning for Vietnamese must
be given more attention to unlock its full potential. This would require investments in
both human resources and infrastructure to develop state-of-the-art models that can
encode and understand both text and images in Vietnamese. This includes the
development of transfer learning techniques that can leverage pre-trained models on
text-only datasets and fine-tune them on multimodal datasets. Additionally,
investments in computational resources such as high-performance computing
clusters and cloud-based infrastructure could accelerate the pace of research and
development in this area.



Florence (Vision Foundation Modely e
1 i =
| Florence Pretrained Models Florence Adaptation Models Eﬁ—j
i
i
i

L
g worstA Py
2

Image-Text Dataset
by Data Curation
from Intemet

Figure 24: Training Florence using contrastive strategy, its embedding can be
transferred to downstream tasks with excellent performance.
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