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ABSTRACT

We currently investigate the use of ResNet-34 as an encoder in the U-Net

architecture, in the field of decoupling. This problem poses a major challenge

because cosmetics obscure basic facial features, which is important in applications in

many fields of security, entertainment and social networks. By effectively exploiting

deep learning techniques to automatically remove makeup from facial images. The

algorithm enhances the performance and feature extraction capabilities inherent in

ResNet-34. Through testing, the results have shown that this new makeup removal

model is very effective.

It helps to remove makeup that not only simplifies the process but also contributes

significantly to advancing computer vision applications. This investigation

represents an important step forward in the development of smart solutions for image

enhancement and potential applications. The architectural framework of U-Net with

ResNet-34 as the encoder contributes significantly to achieving these advances.

Keywords : Makeup Removal; U-Net; ResNet-34; Res34Unet
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1. INTRODUCTION

With the development of the cosmetic industry worldwide, the need for women to

use daily cosmetics is increasing. In Vietnam, the proportion of women using beauty

cosmetic products has increased from 76% to 86% between 2018 and 2022.

Especially nearly 70% of individuals aged 25-30, not only women but also men

often use it [1]. Using cosmetics for yourself daily and weekly is a habit to make

yourself more beautiful. Makeup has become an indispensable part of most women's

daily lives, it helps them be confident and maintain a beautiful appearance when

going out to work or out every day.

Since the advent of cosmetics, a significant and widespread challenge has emerged,

covering the natural contours of the face. This phenomenon has created formidable

obstacles for various security and social media sectors, hindering the ability to

recognize and differentiate faces. Imagine a situation where individuals are

navigating social networks or law enforcement agencies are looking for a specific

person armed with only a photo as reference. The layers of make-up, used to such an

extent, made it difficult for anyone, even seasoned police officers, to accurately

identify individuals. One more example, there is a female office worker at the

company who regularly uses the attendance system using facial recognition.

However, every day she changes a different makeup style, from light makeup to

heavy makeup. dark. So facial recognition may have some difficulty in identifying

her every day. This has created problems for the facial recognition system, making

the attendance process difficult and inaccurate. body. To solve this problem, we have

experimented with a task that can support the face recognition process, which is the

makeup removal technique.

In addition to solving specific problems in the corporate environment, makeup

removal techniques also bring many benefits to the fields of security and social

networks. With increasing emphasis on privacy, it is extremely important to ensure

that facial recognition systems can operate accurately and securely. The makeup
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removal technique not only improves the accuracy of the identification process but

also enhances security by ensuring that information about personal appearance is not

confused through daily makeup changes. This is an important step forward for the

development and application of facial recognition technology in areas such as

security and human resource management.

Makeup removal models are much more complex than makeup models, partly due to

the diverse nature of cosmetics and partly due to makeup styles. Previous models

used pairs of images with and without makeup, which yielded commendable results

but still had many limitations. Previous models were built complex and deep, these

models were trained on large data sets and large systems. If these models are applied

on small data sets and resource-limited systems, they are difficult to implement and

can easily lead to overfitting on small data sets, and excessive complexity in their

implementation must be avoided. Training deep convolutional makeup removal

models.

To comprehensively address these challenges, we experiment with using Res34Unet

which is a combination of U-Net and ResNet-34 to remove makeup from facial

images. Therefore, let's take advantage of the advantages gained from the two

models U-Net and ResNet-34. A slight innovation in our approach involves

re-characterization of part of the available dataset with the aim of developing a

deeper understanding of makeup styles across makeup styles daily of the European

Union using BeautyGAN: Individual-level facial makeup transfer using Deep

Generative Adversarial Network method [2].

It is hoped that combining the U-Net model with ResNet-34 and the extended dataset

will yield more positive results in makeup removal and on small systems. It

contributes to promoting the development of applications in the fields of security,

entertainment, social networks and especially the field of computer vision.
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2. RELATEDWORKS

2.1. Makeup

In recent years, the application of recognizing and executing images have been

widely researched. Especially, the rise of new research on human faces contributes an

important part for recognizing human faces. In addition to facial recognition

applications, researchers also explore problems related to creating an overlay on

facial images also known as the makeup problem. A variety of applications were

found, which use models from research articles to create simulated makeup on the

human face.

In the field of researching and evaluating makeup models, some studies can be

mentioned such as: [3] Makeup Transfer Using Support Vector Regression published

from 2018 using SVR and PCA to generate a virtual makeup facial image

considering personal facial features. From researching this paper successfully to

estimate the texture after makeup considering the facial features. [2] BeautyGan:

Instance-level Facial Makeup Transfer with Deep Generative Adversarial Network is

also used in makeup problems by using Generative Adversarial Network. Facial

makeup transfer aims to makeup human facial images from specific makeup styles.

The results achieved when using BeautyGan are positive. And in this study, we use

BeautyGan to generate additional data from the non-makeup and makeup images.
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Figure 2.1: Example results of BeautyGan model for makeup transfer. Three makeup

styles on reference images (top row) are translated to three before-makeup images

(left column). Nine generated images are shown in the middle [2].

2.2. Makeup removal

On the contrary, compared to makeup synthesis [2], [3], [4], [5] makeup removal is a

more challenging inverse task that has received less attention. But there are also

articles that are very valuable in terms of research. However, the efficacy attained by

those models is somewhat limited. Makeup Removal via Bidirectional Tunable

De-makeup Network [6] published in 2018 and using a deep learning based method

for removing makeup effects in facial images. To make makeup removal tasks less

complicated, previous techniques [6], [7], [8] require training on image pairs of a

face with makeup and a bare face. By implementing previous techniques and the

model BeautyGan can generate makeup images, therefore this study will build the

dataset consisting of a large number of image pairs of makeup and non-makeup. One

of the troubles is that the training of deeper convolutional neural networks poses
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escalating difficulties, especially with makeup removal needed to build a deep neural

network. Therefore, this model needs a solution to make the training part easier. Deep

Residual Learning for Image Recognition [9] or ResNet was undertaken with the

objective of addressing the aforementioned challenge. ResNet was present to ease the

training of networks that are substantially deeper than those used previously. In [9],

an experiment shows that more importantly, the 34-layer ResNet exhibits

considerably lower training error and is generalizable to the validation data. U-Net

also known as Convolutional Networks for Biomedical Image Segmentation [10] is

also a recommendation to enhance the training phase. This approach entails the

deployment of a network and training strategy that intricately leverages data

augmentation to optimize the efficiency of the available annotated samples.
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3. CONTRIBUTION

This study focuses on testing image reconstruction methods, with the input data set

selected as a set of facial images of a woman wearing makeup. Our goal is to try to

experimentally build a model that can remove women's facial makeup and achieve

good results with a small architecture. We also use a method to evaluate the

similarity between the output image and the target image, specifically Structural

Similarity Index Measurement (SSIM) [11] and Maximum Signal-to-Noise Ratio

(PSNR) [12] as two indexes of evaluation of the BTD-Net model [6]. These two

indices are commonly used in image reconstruction problems because they can

evaluate the similarity between two images by comparing brightness and contrast

and calculating the difference between pixels. For the makeup remover image

dataset, the study U-Net architecture with ResNet-34 encoder and skipping

connection layers yielded satisfactory results. By gradient descent disappearance and

enhancing the model's learning ability, these skip connections enhance the model's

resistance to deformation. In particular, the skip connection layers help the model

extract image features while still retaining information about the position in the

image, avoiding the case of the output image being distorted in the wrong position.

Includes many popular makeup looks for women, such as light makeup, heavy

makeup, and special effects makeup, all of which are considered when selecting

input images.

The effectiveness of the makeup remover image reconstruction method and its

potential for use in mobile applications including image editing and face recognition

are enormous. It can help clearly identify the real faces of both men and women.

Furthermore, removing makeup can help people be more confident in their true

beauty.
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4.METHODOLOGY

4.1. U-Net

U-Net [10] constitutes a convolutional neural network architecture explicitly crafted

for segmentation within the domains of image analysis and especially biomedical

image segmentation. The U-Net architecture differs from traditional convolutional

neural networks. In the International Symposium on Biomedical Imaging (ISBI)

challenge [10] on structural segmentation Neurons in electron microscopy stacks,

U-Net is considered to have higher performance than previous models. On the

paperswithcode page, U-Net is the most used semantic segmentation model as of the

time of the report with nearly 1800 papers used. The U-Net architecture consists of 2

main part of an encoder and decoder.

Figure 4.1: U-Net architecture [10].
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Encoder:

The encoder or contracting path is the upper part of the U-Net architecture. It is

combined using multiple convolutional layers and max pooling and spatial

dimensionality reduction operations. This process helps to extract features from the

input image, which is necessary for segmentation tasks.

Decoder:

The decoder or expansive path is the lower part of the U-Net. It involves upsampling

the feature maps and applying convolutional layers to reconstruct spatial dimensions

gradually. Skip connections play a crucial role, concatenating feature maps from the

contracting path to corresponding layers in the expansive path. These connections

preserve fine details during upsampling, addressing information loss challenges.

One of the distinctive features of U-Net is the use of skip connection, that is a key

innovation of U-Net. These connections directly link corresponding layers in the

encoder and decoder paths. Skip connections enable the network to retain

fine-grained details and help mitigate the vanishing gradient problem.

4.2. ResNet-34

ResNet [9], short for Residual Network, is a type of deep convolutional neural

network architecture. It was introduced in 2016 by Kaiming He, Xiangyu Zhang,

Shaoqing Ren, Jian Sun. Was created to solve the problem of deeper neural networks

being more and more difficult to train. With 2016 papers using ResNet, this was the

most used convolutional neural networks reported on paperswithcode. The

architecture of ResNet is characterized by its use of residual blocks.
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Figure 4.2: Residual block [9]

Residual block consists of two main paths: identity path and residual path. The

identity path constitutes a direct shortcut connection, transmitting the input of the

block directly to the output. This design facilitates the acquisition of an identity

mapping by the network when deemed as the optimal transformation. In essence, if

the identity path proves to be the most suitable means of representing the input, the

network can dynamically adapt by adjusting the weights of the residual path to zero,

effectively rendering it an identity function. The residual path contains a series of

transformations applied to the input, which are learned during the training process.

And the result is the ResNet substantially deeper than those used previously and

make the training step better. The experimental results in Figure 4.3 show that the

ResNet model is much better than previous models. Additionally, ResNet provides

very easy optimization and can gain accuracy from considerably increased depth.

Figure 4.3: Error rates (%) of ensembles. The top-5 error is on the test set of

ImageNet and reported by the test server [9].
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ResNet-34 [13] is a specific variant of the Residual Network (ResNet) architecture.

It was introduced by Kaiming He, et al., in the paper "Deep Residual Learning for

Image Recognition"[9] in 2015. ResNet-34 [10] is part of the ResNet family, which

is known for its deep architecture and the use of residual blocks to facilitate the

training of very deep neural networks. ResNet-34 [13] consists of 34 layers,

including convolutional layers, batch normalization, ReLU activation functions, max

pooling layers, and fully connected layers.

Figure 4.4: The structure of ResNet-34 [13].

ResNet-34 [13] primarily uses basic building blocks called residual blocks. Each

residual block consists of two convolutional layers with batch normalization and

ReLU activation functions. The key innovation in Residual Networks is the use of

skip connections (or shortcut connections) that allow the network to learn residual

mappings, making it easier to train very deep networks. Skip connections in

ResNet-34 enable the gradient to flow more directly during backpropagation,

addressing the vanishing gradient problem and helping with the training of deep

neural networks.

ResNet-34 is considered a computationally efficient variant of the ResNet

architecture [9] while still providing good performance. It is often used in computer

vision tasks such as image classification, object detection, and segmentation. The

choice of ResNet-34 versus other ResNet variants depends on factors such as the
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available computational resources, the size of the dataset, and the specific

requirements of the task at hand.

4.3. Res34UNet

Res34UNet, short for U-Net architecture using ResNet-34 and skip connection. That

is the combination of 2 models: ResNet-34 and U-Net. Res34UNet will execute

through 2 steps encoder using ResNet-34, decoder. In accordance with the U-Net

[10] architectural framework, the encoder and bridge components have undergone

substitution, with the ResNet-34 architecture being integrated in lieu of the original

structures.

Figure 4.5: Substitute the encoder and bridge (red square) components within the

U-Net architecture with the ResNet-34 architecture. [10]

In figure 4.5, the decoder part (outside the red square) added layers, custom to suit

the problem and output size is equal to the input size. The U-Net architecture

leverages skip connections to preserve fine-grained details and address issues related

to vanishing gradients. In order to maintain these advantages while integrating
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ResNet-34 with U-Net, we tried to using skip connections to each block of

ResNet-34, as illustrated in Figure 4.6.

Figure 4.6: The ResNet-34 model along with the incorporation of skip connections,

has been implemented as a replacement for the encoder segment within the U-Net

architecture.

The ResNet-34 architecture needs 4 skip connections and a part to replace the bridge.

And in the ResNet-34 architecture, we added 4 skip connections after conv1,

conv2_x, conv3_x and conv4_x. There are four layer names of ResNet-34. And

conv5_x from conv5_1 to conv5_3 replaced the bridge in U-Net architecture. In the

layer conv5_3 which is the last layer of conv5_x is the output of the encoder path and

transmitted directly to the decoder path to reproduce images.

The structure of U-Net and ResNet-34 is refined with regard to the construction of

identity blocks consisting of two Conv2D layers using the activation function GeLU

[14], replacing the usual ReLu [15] because GeLU [14] can helps the model learn

more complex relationships than ReLU [15] and adds Instance Normalization [16] to

increase the learning speed of the model.

The GeLU [14] (Gaussian Error Linear Unit) activation function is a variant of the

ReLU [15] (Rectified Linear Unit) that aims to capture more complex dependencies

and potentially improve the representational power of neural networks. It was

introduced by Dan Hendrycks and Kevin Gimpel in their paper "Gaussian Error

Linear Units (GELUs)" [16] in 2016.
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In addition, in medicine, it is necessary to learn accurately, so padding is 0. In
de-makeup, you only need to learn enough to remove makeup, so padding is equal to
"same" to avoid complicating the problem.

Figure 4.7: U-Net architecture using ResNet-34 and skip connections.

In Figure 4.7, the layers in ResNet-34 replace each block of encoder and bridge.

U-Net is capable of paying attention to details during the decoding process, aiding

the model in generating non-makeup images while preserving essential facial

features. The ResNet-34 model facilitates the recognition of both large and small

features during makeup removal. It improves feature encoding and extraction from

makeup images compared to the default encoder of U-Net. Increasing the number of

channels in the encoder section enhances feature extraction, and reducing the number

of feature maps lost positional information due to multiple pooling layers. To

generate an image, the size of the feature map must increase, and simultaneously, to

reduce computational load, we decrease the channels, requiring up-sampling.

Up-sampling we use learning based (transposed convolution) instead of interpolation

based. Although interpolation based is simpler and less complicated, it is not

effective when it is necessary to recreate small and complex details of the face after

removing makeup while Transposed convolution can learn to reproduce fine and

complex details of a face based on complex relationships in the data. However, this

process still loses significant image information, hence the need to skip connections
20



to incorporate some feature information from the corresponding level layer in the

encoder to the decoder, ensuring reduced information loss. The accuracy of

predictions relies on evaluating the differences between the predicted non-makeup

image and the actual non-makeup image. Although mathematical comparisons are

commonly used, it is essential to acknowledge that achieving complete accuracy is

not always possible. Human perception is necessary to determine the similarity

between the predicted image and reality.

The combination of the ResNet-34 and U-Net models leverages the distinctive

advantages inherent in each architecture. ResNet-34 incorporates residual blocks and

skip connections, thereby mitigating the vanishing gradient problem and facilitating

the successful training of deep networks. The residual blocks, in particular, play a

pivotal role in information transfer throughout the network, thereby enhancing

generalization across diverse tasks. Conversely, U-Net excels in semantic

segmentation tasks, owing to its U-shaped architecture that facilitates the seamless

transfer of high-resolution information. This attribute proves particularly valuable in

scenarios involving the transmission of human facial image data characterized by

varying resolutions. Moreover, U-Net’s ability to accommodate input images of

diverse sizes enhances its adaptability across different applications. The synergistic

integration of these two models not only yields discernible improvements but also

engenders heightened efficiency, ensuring that constraints on computational

resources minimally impact the efficacy of the training process.
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5. EXPERIMENTS RESULT AND CONCLUSION

5.1. Data Collection

The dataset used in this study, referred to as the Makeup Removal Dataset, consists

of two types of images: non-makeup and makeup-applied. It is divided into three

subsets for training, validation, and testing, with 5000 image pairs in the training set,

500 image pairs in the validation set, and another 500 image pairs in the testing set.

Each image has a size of 224x224x3.

Initially, the dataset was sourced from Kaggle, where we obtained everyday images

of Europeans with and without makeup. However, it was observed that this dataset

had many makeup images that closely resembled non-makeup images. Therefore, we

chose to employ a makeup transfer approach using the pre-existing BeautifulGAN

model [2] to generate additional and regenerate makeup images data from the

non-makeup from Kaggle.

Makeup transfer involves applying makeup to non-makeup images using

makeup-styled images as references, creating makeup-applied output images.

Subsequently, we use these output images as inputs and non-makeup images as

targets for the Makeup Removal Dataset.

Figure 5.1: Makeup Transfer Example

In figure 5.1, the top row shows makeup style photos, while the leftmost photo in the

bottom row is the original photo, the remaining photos are photos after makeup

transformation.
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Below is an example of the dataset after generating. The top row is the generated

makeup from the non-makeup and the bottom row is the non-makeup image

preserved.

Figure 5.2: Dataset example after generating

5.2. Experiments

We have put in significant effort and thoroughness in generating data, implementing

the Res34UNet model, training, testing, and analyzing and visualizing results. In this

section, we will provide detailed information about the implementation process.

Frameworks and libraries: Our Res34UNet model is coded using Python

programming language and the TensorFlow framework. With TensorFlow, we can

seamlessly read, preprocess and feed the training data and easily implement the

Res34UNet model during training and inference. TensorFlow also includes a

Tensorboard tool, which enables users to conveniently track training progress and

view training loss, testing loss, and evaluation scores during training. Apart from

TensorFlow, we also use a few other support libraries such as (Table 5.1):

Table 5.1: List of libraries support

List of libraries support Describe

OpenCV read, write, and process images

Matplotlib draw graphs and analyze results

Tensorflow addons contains functions not yet available in Tensorflow core

Tf-models-official contains pretrain models and optimization algorithms
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Environment: use a laptop during the implementation process, run code tests, process

data synthesis, debug and create additional images with many different styles.

During model training, we run on Google Colab to shorten training time because it

has a more specialized configuration for machine learning tasks.

Code: We reused a pre-existing codebase from the U-Net model and ResNet-34 to

build our own model. In addition, we developed all of the source code ourselves,

including data generation, data loading, training-testing-inference procedures, and

visualization.

Hyperparameters: Table 5.2 provides a detailed breakdown of the hyperparameters

used during our training process. While most of the parameters remain the same as in

the baseline, there are a few changes that we made:

Each dataset contains a predetermined number of training and testing data. Because

the data allocation for each dataset is quite large, as almost all makeup images need

to focus only on the face, we set the input size for the model to (224 × 224). Then

train the model with a learning rate of 0.01, batch size 32, and num epochs 330. We

apply the AdamW optimizer with the same hyperparameters and use the first 10% of

steps to gradually increase the learning rate until the initial learning value then the

learning rate will be adjusted according to AdamW.

Table 5.2: Hyperparameters of Res34UNet model

Hyperparameters

Input shape 224 x 224

Initial learning rate 0.01

Batch size 32

Num epochs 330

Optimizer AdamW

Evaluation methods: In this study, two indices: SSIM [11] is used to compare the

structural similarity between two images and PSNR [12] calculates the error rate

between pixels in the image, expressed in terms of decibels.
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5.3. Result and Analysis

In this research, we developed a deep learning model aimed at effectively removing

makeup from images. The model is constructed using the Res34UNet architecture

and is trained on a dataset comprising 5,000 image pairs, each consisting of a

makeup-applied and a non-makeup image. Aligning with established practices in

image restoration research, we utilized two widely employed image similarity

metrics, PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural Similarity Index),

to evaluate the model's performance. The mean values of PSNR and SSIM were

calculated based on 500 validation images from the dataset. PSNR assesses image

compression quality, with values exceeding 30 generally considered visually

identical. SSIM measures illumination, contrast, and structural similarity, with higher

values indicating closer resemblance to the original reality (ranging from -1 to 1,

where 1 signifies identical images).

Following 330 epochs of training, the model achieved the following evaluation

metrics.

Note: The three graphs below (Figure 5.4, 5.5, 5.6) including the image on the left

are the values for all 330 epochs. The image on the right ignores the large values of

the first 3 epochs to make the graph easier to see.
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Figure 5.3: PSNR curve from Res34UNet model on validation dataset.

Figure 5.4: SSIM curve from Res34UNet model on validation dataset.

During the initial stages of model training, we used a personal laptop to estimate the

training time for each epoch. However, due to the large dataset and the complexity of

the Res34UNet architecture, the training duration reached up to 3 hours per epoch.

Recognizing this as impractical, we transitioned to using Google Colab for training.
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Colab imposes a daily training time limit of no more than 12 hours per account.

Consequently, instead of training for 330 epochs continuously, we divided the

training into multiple sessions, each consisting of a smaller number of epochs (e.g.,

50, 40, 40, ..., 40). This led to irregular fluctuations in the results graph at certain

epochs, as the model needed initial epochs to adapt to previously saved weights.

Fortunately, all models exhibited improvement, as depicted in the loss graph.

Figure 5.6: Loss curve from Res34UNet model on training dataset.

On the makeup face, the average makeup removal result of Res34UNet with PSNR

is 27.133 and SSIM is 0.947, showing close similarity to the original face, the

accuracy is considered quite good.

The experimental results show that Res34UNet can accurately adjust the makeup

components on the face and keep the original shape of the non-makeup face. But the

Res34UNet model also has both advantages and disadvantages:

Advantage :

+ High performance

+ Applicability to many different types of makeup photos
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Disadvantages:

+ A large amount of training data is needed

+ High requirements for hardware systems used for training

Makeup removal images in the test dataset were processed by the training

Res34UNet model. In Figure 5.8, in the first image, with the input image created

from the no-makeup image in the middle through the makeup transfer model, the

output predicted image has almost all the makeup removed, leaving only a light

makeup layer compared to the image input but clearly see the difference between the

two images. The predicted output image has PSNR = 28.26 and SSIM = 0.956,

which is close to the original image, so considered a good predicted image.

Figure 5.8: Image predicted by Res34Uet model. Image order: input makeup image,

target non-makeup image, predicted makeup removal image.

5.4. Conclusion and Future Works

We present a contribution to the field of artificial intelligence and image processing

using U-net that uses ResNet-34 as an encoder to perform the facial makeup removal

task. It creates a model with higher makeup removal precision than previous models.

We conducted many tests and obtained impressive results to prove the effectiveness

of U-net with the ResNet-34 model in removing makeup. The results of this research

can be applied in many fields such as beauty and identification through machines.

This presentation still has many potential directions to develop, enhance and expand

the scope of future applications in optimizing performance by researching and using

optimization techniques that help the system operate effectively. Starting from a
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complex foundation, distinguishing between real people and fake people, supporting

makeup applications, researching deep learning structures to be able to apply

makeup on specific parts, to improve accuracy.

So we can see a lot of potential in improving and applying the U-Net makeup

removal method in the future not only with ResNet-34 but also with the possibility

of combining with other models for each specific application and efficiency.
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