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Mobifone is a Telecommunication Company in Vietnam that consumes a massive 

amount of news every day, both internal and external to their customers. These pieces of 

news come in the form of promotional SMS, official webpage announcements, internal 

department reports, etc. All these text data need a solution for customers, support lines, 

and internal access to search and retrieve in seconds. 

The existing system is based on a keyword database “LIKE” search. Our mission is to 

upgrade this system to get a higher search intelligence whilst reducing search time. 

Problem 
& Motivation
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01. Problem and motivation

Semantic Search

• Semantic search considering the meaning behind the words to 
understand user intent and context. Deliver contextually relevant 
results by comprehending the relationships between words and 
the overall context of the query.

• Semantic search is an evolution in both accuracy and flexibility 
of the search engine. Unlike traditional keyword-based searches, 
it delves deeper by comprehending the semantics behind words 
and user queries, resulting in more accurate and relevant search 
outcomes.



7G r a d u a t i o n  T h e s i s

02. Related work

• Some well-known datasets commonly used for general purposes include 

Microsoft Research Paraphrase Corpus (MRPC), SemEval

• These datasets include Hypothesis - Premise – Label

• Mobifone News dataset only contain Title – Description - Content
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SemEval Dataset Structure
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A normal Semantic Similarity Scoring Dataset Example
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MobiFone News Dataset contains only Title, Content and Description
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Traditional BERT uses a cross-encoder for semantic comparison that accepts two sentences 
as input and outputs a target value

Softmax classifier

(u, v, |u-v|)

u

pooling

BERT

v

pooling

BERT

Sentence A Sentence A

02. Related work



When using cross-encoder, we must provide two input vector simultaneously to get their 

similarity. In contrast, a bi-encoder accept each input independently, return their embedding 

vectors which can then be used with a similarity metric.
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• Due to the massive computations, a cross-encoder is unsuitable in the 

search engine use case. 

• A search on a knowledge base of n=10,000 documents will take 10,000 

model inferences. 

• This number may multiply how the preprocess operation splits each raw 

document due to the BERT-model maximum accepted sequence length
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Reimers and Gurevych introduce a new architecture 

using two identical BERT as featurizer and train 

simultaneously two BERT with a similarity metric so 

that BERT encode two semantically similar sentence 

into high metrically similar vectors

Using a pre-encoded knowledge base with an 

optimized index structure can reduce the query 

time of a search from days to a few milliseconds.

-1 … 1

CosineSimilarity(u, v)

u

pooling

BERT

v

pooling

BERT

Sentence A Sentence A
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01. Data Preparation

Raw filtering of HTML entities into corresponding Unicode characters
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01. Data Preparation

Remove HTML tags with whitespace and Convert characters from 
Windows-1252 encoding to UTF-8
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01. Data Preparation

Cleans and removes Email, URL, Mention, number recognition and 
grouping of numbers
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01. Data Preparation

Remove emoji and convert data to lowercase



20G r a d u a t i o n  T h e s i s

01. Data Preparation

Remove non-numeric characters, spaces, latin letters, and underscores
Replace consecutive characters with a single character (including tabs and newlines)

Ex: dashes, spaces



21G r a d u a t i o n  T h e s i s

01. Data Preparation

Standardize Vietnamese word marks
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Chặn cắt số vi phạm quảng cáo rao vặt tại 

Đà Nẵng

(MBF KV 3) Chặn cắt số vi phạm quảng cáo 

rao vặt tại Đà Nẵng

Title cleaning

Buzz Me Báo cuộc gọi nhỡ tự động 9283Buzz Me (Báo cuộc gọi nhỡ tự động) 9283
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News Content Processing

STEP 01

Run a Language Detection Pretrained 

model to clear all leftover data which is 

not Vietnamese

Cut News with content longer than 1000 
words down to first 10 sentences. (Using 

<EOS> token of PhoBERT tokenizer)

STEP 02
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Data After Cleaning
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Multiple Negative Ranking

Batch size

p0

a0

p1 p2
pn…

a0 p0

a1 p1

a2 p2

…

an pn
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Why Multiple Negative Ranking Loss

• As our data only contains news titles and content, there will be no contradiction or neutral 

annotation as in ideal datasets. 

• Using any classification will halve performance because there will be a class imbalance between 

positive and negative. 

• We will batch sentences and marking all non-negative labels with a low score.
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Model architecture

Our PyTorch implementation loads a single BERT 

network with pre-trained weights from the 

’vinai/phobert-base’. This BERT network processes 

two batches of sentences separately in the 

training process, creating a “siamese”-like 

network. Our design guaranteed the identical 

properties between BERT networks of SBERT

cos_sim(a_1,p_1) cos_sim(a_1,p_2) cos_sim(a_1,p_N)

cos_sim(a_2,p_1) cos_sim(a_2,p_2) cos_sim(a_2,p_N)

cos_sim(a_N,p_1) cos_sim(a_n,p_2) cos_sim(a_n,p_N)

A A

Pooling Pooling

BERT BERT

Anchors Positives

Layer’s Output 
Shape

(N, N)

(N, 768)

(N, 256, 768)

(N, 256)
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Optimization Target

With n as batch size, the training targets to minimize 

cross-entropy loss. The label is a list with length=n, 

indicating the index of p that a_i must match.

[logits (a_1,p_1)
logits (a_i,p_2)

…
logits (a_i,p_n)]

Score

[0, 1, 2, …., n]

Cross-Entropy 
Loss

multiply with S
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System scenario

The search engine will be running on the 
following system specifications:

Performance threshold that the search 
engine must achieve:

4 cores 3.40GHZ Intel CPU with AVX2 support
Below 1 second per search query at any system 

condition.

64GB RAM
Both search engine and communication API take 

under 32GB of RAM.

Generous volume amount of multiple Gen 3.0 PCI-e 
NVME SSDs

NO GPU or GPU turned off
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Milvus vector database

Milvus is an open-source project introduced in 2019 to store, index, and manage massive embedding vectors.
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• Milvus uses the approximate nearest neighbor (ANN) search. 

• “IVF_FLAT” index divides vector data into a number of cluster units (nlist) 

and compares distances between the target input vector and the 

center of each cluster. 

• Depending on the number of clusters the system is set to query 

(nprobe), similarity search results are returned based on comparisons 

between the target input and the vectors in the most similar cluster(s) 

only — drastically reducing query time.

Milvus vector database
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Milvus vector database

Query time test results for IVF_FLAT index in Milvus in Zilliz 
documentation on a dataset of 1 billion 128-dimensional vectors.
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Evaluation

The pipeline for inserting knowledge base into Milvus Database

News

Sub-news

Sub-news

SBERT
Encoder

Vector 
Embeddings

Vector 
Embeddings

Milvus
Database

Preprocessor
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• At search phase, the model first vectorizes the input query. 

• Then Milvus helps search that vector embedding in the knowledge base, 

returning k top-ranked results.

• This k  value is often set to 100 for our use case if there are no advanced 

interference option. 

• The naive evaluation process aim to maximize the precision with 

validation data set aside in the data preparation step. 

• A search is evaluated as a success if the model can retrieve the ground 

truth label in the top K candidates.

Evaluation
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Result

Retrieval rates at different epochs and batch sizes when retrieving from multiple top-k settings. ~15 
inferences per second (query VNCoreNLP, encode with the model, search Milvus database)
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Evaluation result

01 • We simply alter the parameters that affect model “fitness” on the dataset, like the number of training epochs,

learning rates, and the optimizer; we did find improvements in loss values.

• At this time of research, we naively assumed that a better “fitness” means a better model, and we came up

with the number of epochs to represent the model “fitness” on the dataset.

02 • We consider the causal reasoning factors. Increasing batch size can help the model’s reasoning ability because there 

will be more negative examples to compare. 

• We found out that the effectiveness of increasing batch size exponentially reduced and accepted the value of 32 or 48. 

• When we have similar sentences in the training data, it is impossible, not recommended, inconsequential to make the 

model learn to positive one over others.
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Conclusion

• Our model undoubtedly outperforms any pre-trained model without the domain data. 

• Even though the result arithmetic values can be below our expectations, our model’s performance on 

human search query results is exceptional

• We fully implemented a search engine that supports semantic search with a good performance with 

keyword search.

• The model can be trained once and run for years of new data based on its old knowledge. 

• Although the training process must be run on a high-end GPU system, at inference, the ONNX quantized 

model can achieve huge performance on just a 4 cores 3.0Ghz CPU.
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