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Abstract

The efficient extraction of information from ID cards is vital for various daily services,

such as legal, banking, insurance, and medical processes. Nevertheless, in numerous de-

veloping countries nations like Vietnam, this task is predominantly manual, resulting

in time-consuming, monotonous, and error-prone processes. This thesis presents a deep

learning system specifically designed to extract information from images of Vietnamese

ID cards. The proposed system involves three sequential steps: ID card alignment algo-

rithm, text detection and text recognition. The initial step incorporates two neural net-

works, YOLACT and ResNet50 for segmentation and classification model, alongside an

image processing technique. The second step employs YOLOv7 for text detection. The

third step is to utilize VietOCR based on Attention OCR for recognizing Vietnamese op-

tical text on the cards. In experimental evaluations, the proposed system demonstrates a

notable reduction in processing time, especially in scenarios where corners of the ID card

are obstructed. It effectively addresses challenges when compared to existing methodolo-

gies, achieving a high mAP@[0.5:0.95] for box is 97.21 % and mask is 99.58 % for ID

card segmentation, 74.0 % for text detection. The system also exhibits exceptional pre-

cision score for full-sentence with recognition rates of 98.19 % for Vietnamese optical

texts and 97.60 % for the ID card classification model. Overall, our implementation of the

proposed method achieves an average system-wide accuracy rate about 97.98 %.

Keywords: OCR, ID Card, Vietnamese ID Card, Information Extraction.
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1. INTRODUCTION

1.1 Background

In the vibrant tapestry of Vietnam’s progress, digital transformation weaves the threads

of innovation, connecting a nation’s past to its future. Embracing technology, Vietnam

dances towards a future where connectivity transforms challenges into opportunities, and

where the digital rhythm propels the nation into a new era of growth and prosperity.

As one of the fastest-growing economies in Southeast Asia, Vietnam has embraced the

power of digital technologies to propel itself into the forefront of innovation and progress.

This transformation is not merely about adopting new tools but signifies a fundamental

shift in mindset, a recognition that the fusion of technology and traditional values can

unlock unprecedented opportunities for growth and development.

In the dynamic realm of information technology, identity cards (ID Cards) have tran-

scended their role as mere proof and important of identification for Vietnamese citizens.

They have evolved into cruScial components, seamlessly integrated into various facets of

daily life, particularly in the telecommunications, healthcare, and hospitality sectors. The

emergence of electronic Know Your Customer (eKYC) systems within the banking sector

has further amplified the importance of automatic information extraction from identity

cards, establishing it as a standardized protocol for individual verification [33]. Despite

this growing recognition, the prevailing method of manually extracting information from

such cards remains a time-consuming, laborious process, susceptible to errors. Due to

the requirements of developing new technologies, researchers have started to learn and

develop algorithms that can extract data and they have found promising results.
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1.2 Literature Review

Identification cards (ID cards) are ubiquitous in modern society, serving as a means of

verifying an individual’s identity. These cards typically contain various personal informa-

tion, including name, date of birth, address, and photograph. Extracting this information

from ID card images is becoming increasingly important, and there are many different

applications with many different models and architectures to extract information from ID

card images. Extracting information from ID card images is divided into three phases in-

cluding ID card localization, text detection, and text recognition (OCR). One of the most

common approaches in early phases is to use object detection to identify the 4 corners of

the ID card, then based on the coordinates of the corners on the original image to crop

the ID card and apply text detection and text recognition (OCR) to extract information as

output [44] [55] [66] the above research results achieved an average higher than 91.0 %. In

addition, there are many traditional methods in image processing that can be applied in

the early phases to crop the ID card as a rectangle for examples: geometrical transforma-

tions and the Hough Transform in [77] [88]. Another sample techniques in image processing

was Martin Hirzer proposed [99] then next step still uses text detection and text recognition

(OCR), accuracy of the whole system is 94.0 % and 95.28 %.

1.3 Motivation

Although it is clear that the above studies have made great contributions to the field but

there are still some certain limitations. Firstly, in case more than one corner is missing

in the above studies and not being able to identify the 4 corners of the ID card, it is im-

possible to cut the ID card based on the coordinates of the corners on the original photo.

Secondly, in reality not all areas are rectangular. In fact, when taking a citizen identifica-

tion card from a phone from different angles, most of the results will be trapezoids and

parallelograms, so it cannot be done according to traditional methods in computer vision.
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1.4 Objectives and Contribution

Our research contribution lies in the second aspect. Firstly, because there is no public

data set on images of Vietnamese ID Cards, the contribution of our collected dataset to

other researchers can be used. Second, our proposed methods will improve other research

limitations. That can work well in cases where many angles are missing and the ID card

photo is in fact not rectangular due to the angle when the photo was taken.

1.5 Organization

The remaining sections of the paper are structured as follows: Section 2 offers an overview

and reviews previous research on information extraction from images. Section 3 delves

into the architecture details and alignment algorithm. Section 4 covers the experimental

evaluation. Lastly, Section 5 concludes with a discussion of the system.
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2. RELATED WORK

Information extraction or document extraction is the task of automatically extracting infor-

mation from images, videos, sounds and documents that is of interest as a problem to be

solved. Historically, information extraction systems were first published in the mid-1980s

[1010]. After nearly half a century of technological development, especially the develop-

ment of machine learning, deep learning and today’s information or document extraction

methods also known as image to text extraction or optical character recognition (OCR)

can be divided into several steps depending on the complexity of the task and the de-

sired accuracy and case to apply in real life. General breakdown of the process: document

localization, text detection and text recognition.

2.1 Document localization approaches

In the document localization that correspond to documents such as passports, invoices,

ID cards or receipts. There are several common solutions are employed for document

localization from images including image processing techniques and machine learning,

deep learning methods. With image processing techniques, edge detection [1111] techniques

identify discontinuities in the intensity or color of an image using algorithms like Sobel,

Canny or Laplacian [1212] and Connected component analysis [1313] [1414] identifies con-

nected regions in an image, typically using algorithms like flood-filling or union-find.

These connected regions can represent documents in the image. In tradition methods [1515]

[1616] key points are information extraction and characterized by a description method like

Scale-Invariant Feature Transform for the sample to match the feature. Although, above

methods handle success on plastic cards it is not good feature match case occurs when

8



handling paper cards with complex patterns and color transitions. Machine learning, deep

learning techniques have been extensively applied to solve the problem of document lo-

calization from images, offering promising results in terms of accuracy and robustness.

According to reference [1717], the corners of the document are first predicted using Convo-

lutional Neural Networks. This method can works correctly on this task but also raises the

limit for some cases in where partial or entire corners are covered.

2.2 Text detection approaches

Text detection in ID cards images the regular methods based on image processing tech-

niques is blurred to eliminate noise, then changed to binary form images to completely

removed the background of image [1818] [1919] and filter out non-informative text using mor-

phological methods [2020] [2121]. However, it’s so hard to set a threshold suitable for varying

degrees of lightness. Furthermore, color items in old ID cards can fade because of above

reasons the effective approach for better accuracy is text detection as objection detection

[2222] based on RetinaNet model [2323]. Text detection like object detection algorithms have

been developed. There are two phase detectors and one phase detector with their own ad-

vantages and disadvantages. For example, with two stage detectors, it involves generating

regions of interest in the first stage and classifying these regions in the second stage [2424]

[2525]. With a one-stage detector that directly predicts object classes from the image with-

out creating region of interest, this proposed method provides to achieve faster run-time

[2626].

2.3 Text recognition approaches

Text recognition also known as optical character recognition (OCR) is process of con-

verting text embedded within images into machine-readable text format. Text recognition

in ID card images is a crucial task for various applications including identity verifica-

tion, document automation and border control. The complex nature of ID card images

with varying layouts, fonts and potential distortions, poses challenges for text recogni-
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tion algorithms. Several research papers have addressed these challenges. Based on image

processing techniques, each character copped into a single image, recognized by template

matching [1919]. Character segmentation in text processing leads to bad results making

it complicated. To improve performance, several research papers have proposing novel

techniques and advancements in text recognition for ID card images uses deep learning

methods particularly Convolutional Neural Networks have emerged as powerful methods

for text recognition in ID card image data [2727] [2828], enabling accurate text recognition

even challenging scenarios but this time-consuming method. Attention mechanisms have

been incorporated into deep learning models to improve text recognition in ID card im-

ages [2929] [3030]. These mechanisms allow the model to focus on relevant regions of the

image, such as the text areas, and suppress noise or irrelevant background information.

Reference [2929] reported significant improvements in recognition accuracy compared to

traditional text recognition methods. The proposed attention-based model achieved an av-

erage recognition accuracy of 96.1 % outperforming with other methods by margin of up

to 7 %.
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3. PROPOSAL METHODOLOGY

The proposed approach consists of three stages which are ID card alignment algorithm,

text detection and text recognition as Figure 11 depicts the pipeline of the proposed system

and the output of each process. It encompasses a range of conventional image processing,

machine learning, and deep learning techniques employed in the field of computer vision.

Figure 1: System pipeline.

3.1 ID Card alignment algorithm

Because of the unrestricted nature of the captured images, three pre-processing steps were

implemented to prepare them for subsequent stages. These steps include segmentation,

alignment, and classification. These tasks enable the separation of cards from the back-

ground image and the vertical alignment of the cards.

3.1.1 Segmentation model

Instance segmentation and semantic segmentation are both computer vision techniques

that aim to identify and localize objects in images. However, there are some key dif-
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ferences between the two techniques that make instance segmentation more suitable for

certain applications. Semantic segmentation [3131] [11] is task of identifying and locating all

pixels in an image that belong to a particular object category this means that semantic seg-

mentation can only distinguish between different object categories. Instance segmentation

[3232] on the other hand is the task of identifying and locating individual instance of objects

in an image even if they are overlapping or partially occluded and instance segmentation

provides more detailed information about objects in an image as it produces object-level

segmentation masks that delineate the boundaries of each object instance. Above are the

reasons deciding to use instance segmentation model. However, traditional instance seg-

mentation methods are often slow and computationally expensive. In this study, present

YOLACT (You Only Look At Coefficient Ts) model [3333] a real-time instance segmenta-

tion model that achieves state-of-the-art performance while maintaining high processing

speed. YOLACT is a one-stage-detector and the architecture is shown in Figure 22 [11].

Figure 2: YOLACT Architecture [11].

YOLACT have been based on architecture of RetinaNet [3434]. The instance segment work

was then divided into two separate, simple, parallel branches: the prototype net branch

using FCN [3535] and the prediction head branch. Splitting into 2 branches like this helps

optimize and parallelize calculations, helping this model achieve real-time speed, 3 - 5

times faster than current models.

Prototype Generation

The prototype generation branch (prototype net) predicts a set of K prototype masks for

the entire image as shown in Figure 33. Implement prototype net as FCN. To create a more
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robust masks, a higher resolution prototypes would carry again both higher quality masks

and better performance on smaller objects used P3 in FPN [3636] because its largest feature

layers are the deepest. The number K does not depend on the number of classes, but is

optimized and selected after many trials. One point to note is that the larger K does not

mean the better the output quality, because only the first prototype mask number affects

the mask of objects, the remaining prototype mask numbers do not have much impact,

just noise.

Figure 3: Prototype mask.

Prediction head

Prediction head has two branches in this process to generate the mask coefficients: one

branch to predict C class confidences and other branch to predict 4 bounding box regres-

sion. To predict mask coefficient, we simply add a third branch in parallel to predicts k

mask coefficients as shown in Figure 44, one corresponding to each prototype. Therefore,

instead of generating 4 + C coefficients per each anchor YOLACT generate 4 + C + K.

The Tanh function is applied to the prediction k mask coefficients to produce a more

stable outputs under non-linearity conditions.

Figure 4: Head Architecture.

Mask Assembly
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To generate instance masks combine work of the Prototype net and Prediction head is to

combine the prototype masks and mask coefficients with the use of linear combination 11.

These operations can be performed efficiently using a single matrix multiplication with

sigmoid:

M = σ(PCT ) (1)

where P is an h × w × k matrix of prototype mask and C is the n × k matrix of mask

coefficients.

Losses use three losses to train the YOLACT model for instance segmentation: classifi-

cation loss Lcls, box regression loss Lbox, and mask loss Lmask. Lcls and Lbox are similar

to those in [3131], and Lmask 22 is the pixel-wise binary cross entropy that measures the

difference between the predicted segmentation mask M and the true segmentation mask

Mgt :

Lmask = BCE(M,Mgt) (2)

3.1.2 Alignment algorithm

The output of segmentation model is a instance segmentation mask image. It is typically

represented as a binary image where each pixel is either 0 (background) or 1 (objects).

These alignment steps are important for processing the raw output of first model causing

the segmentation mask image represent a pixel region of any object shape. Would like

to present an alignment algorithm that have experimented. The goal of this algorithm is

to find a quadrilateral with smallest area containing the area of ID card. OpenCV [11]

already provides the minRectArea function, however not all areas are rectangles in facts

most are trapezoids and parallelograms. To find a quadrilateral we must find its 4 vertices.

First, I use Contour to find a path where all the points at the boundary of the object create a

concave polygon surrounding the object. Due to the presence of obscured corners in actual

ID card images, the Contour algorithm will inevitably produce a substantially larger set

of boundary points. Decided to use Convex hull in OpenCV to reduce the points at the

boundary and create a line will form a convex polygon surrounding the object as Figure

55.
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Figure 5: Segmentation mask image applied Contour and Convex hull.

It is necessary to remove points that are almost collinear and keep the points located on

corners by calculating the angle at each point with two points close to it according to the

formula 33 below with a threshold set at 170 degree.

cosθ =
v1 ·v2

∥v1∥∥v2∥
(3)

Finally, I obtained clusters of points located at the corners of the ID card as shown in

Figure 66. Based on these points, you will find the 4 largest edges created by the previously

found points. These 4 edges will be the 4 edges of the citizen identification card. Then the

intersection of the 4 longest sides just found are the 4 vertices of the quadrilateral to be

found.

After finding 4 points of the quadrilateral containing the ID card as shown in Figure 77.

Apply the getPerspectiveTransform in OpenCV function to find a linear transformation

matrix between 2 quadrilaterals (mask image and original image) and the target quadri-

lateral is a rectangle with size 1026x640 (the correct size for the following OCR step)

as shown in Figure 88. Therefore, after testing we noticed the image had distorted or pen-
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Figure 6: Segmentation mask image cluster points are obtained.

tagonal shape. So this approach Alignment algorithm solution still works correctly. If the

image is distorted enough to produce 4 inaccuracies then the image does not provide the

information needed for the next OCR step (e.g., covering the hand up to two-thirds of the

card).

3.1.3 Classification model

Thanks to transfer learning, in the image classification task decided to approach transfer

learning pre-trained ResNet50 model [3232] for specific tasks leveraging their pre-learned

knowledge and reducing training time while improving performance. ResNet50 is a 50-

layer CNN that has revolutionized the field of image classification. Its innovative archi-

tecture addresses the vanishing gradient it to efficiently handle complex image features

and achieve high performance on computer vision task. Understanding the architecture

number of layers with a depth of 50 layers can learn intricate relationship and hierarchical

representations within images leading to superior feature extraction with residual connec-
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Figure 7: Segment mask image with 4 points found.

Figure 8: Alignment ID card image.

tion ResNet50 incorporates shortcut connections that bypass some layers this mitigates

the vanishing gradient problem.

17



3.2 Text detection

3.2.1 Overview YOLOv7

You Only Look Once (YOLO) stands out as a prominent object detection algorithm in

computer vision, pioneering a streamlined approach to real-time object detection. De-

veloped by Joseph Redmon and Santosh Divvala in 2016 [3737], YOLO operates on the

principle of conducting object detection in a single pass through the neural network, dis-

tinguishing itself from traditional two-stage detectors.

The central mechanism entails dividing the input image into a grid, with each grid cell pre-

dicting multiple bounding boxes along with a confidence score indicating the probability

of object presence. Importantly, YOLO also predicts class probabilities for the identified

objects within each bounding box. This unified prediction process eliminates the need

for multiple passes and region proposals, contributing to YOLO’s reputation for speed in

real-time applications. YOLO has undergone various iterations, each refining the archi-

tecture for improved performance. Anchor boxes were introduced in YOLOv2 to enhance

bounding box predictions, and subsequent versions, such as YOLOv3, further augmented

the model’s depth and accuracy.

Balancing speed and accuracy, YOLO finds applications in diverse fields, including au-

tonomous vehicles, security surveillance, and image and video analysis. Its open-source

implementations in frameworks like Darknet, TensorFlow, and PyTorch empower researchers

and developers to leverage its capabilities, adapting it to meet specific requirements and

trade-offs between speed and precision. YOLO’s continuous evolution underscores its sig-

nificance in advancing real-time object detection in the realm of computer vision.

3.2.2 YOLOv7’s Architecture

YOLOv7 [22] inherits and follows the same architecture as its predecessors, using a convo-

lutional neural network (CNN) to extract features from input images and predict bounding

boxes and class probabilities for objects are detected. The network consists of several lay-

18



ers of backbone, neck, and probe.

Backbone

First, the input image undergoes processing through the Stem block, a block that trans-

forms the image into feature maps consisting of two layers: a 3x3 convolutional layer

and max pooling. Then, the feature maps continue into the ELAN block. ELAN [3838] is a

core architecture composed of three main components: Cross Stage Partial (CSP), Com-

putation Block, and PointWiseConv [3939]. The CSP component originates from YOLOv4

[4040] with additional branches, and the computation block contains conv layers that per-

form computations to generate new features through a 3x3 convolution. Subsequently, the

generated feature maps are merged at the end using the concatenation operator along the

channel axis. This concatenated result then undergoes a PointWiseConv (1x1 conv) op-

eration. The transition block is situated between the ELAN blocks. Each transition block

reduces the size of the feature maps by a factor of 2 and consists of two layers: a 1x1

convolutional layer and max pooling. The overall YOLOv7 Backbone is shown in Figure

99.

Compound Model Scaling

In the case of the Computation Block inside the ELAN Block, the author of YOLOv7

noticed that when scaling the depth (increasing the number of layers in the computation

block), the number of channels generated during concatenation also increases. Therefore,

the author proposed a new scaling method called compound model scaling, which is il-

lustrated in the Figure 1010.

After some calculations, the author of YOLOv7 determined that by scaling the depth by

1.5 times, the width will be scaled by 1.25 times as well. Applying this depth and width

scaling method to the ELAN Block, the number of layers in the computation block of

the ELAN Block increases from 4 to 6 (1.5 times), and the number of channels during

concatenation will increase from 64x4 to 64x5 (1.25 times), as shown in the Figure 1111.
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Figure 9: YOLOv7’s Backbone.

Figure 10: YOLOv7 compound scaling [22].

Re-parameterization Convolution (RepConv)

The feature maps from different scales are further processed with 3x3 convolutions corre-

sponding to each scale. In YOLOv7, RepConv is applied based on RepVGG [4141], which

20



Figure 11: Implement to ELAN block.

consists of convolutional layers with a 3x3 kernel size combined with each other, along

with a 1x1 identity connection. Through thorough analysis of RepConv and its perfor-

mance compared to other architectures, the authors found that the identity connections

can diminish the distinctive features of the feature maps. Therefore, they proposed Rep-

ConvN, which removes the identity connections, as illustrated in the Figure 1212.

Figure 12: Planned re-parameterized model.
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Implicit Knowledge

At the output of the feature map, the author applies Implicit Knowledge from YOLOR

[4242], as depicted in the Figure 1313. Here is an explanation of the concepts:

Explicit Knowledge: It refers to the knowledge that the model learns through exposure

to specific labeled input images containing objects. The YOLOv7 network architecture

extracts important features from the images, which are then used for object classification

and localization.

Implicit Knowledge: It refers to the knowledge that the model deduces during the training

process to discover the distinctive features of objects. There are three ways to represent this

knowledge: vector, neural network, and combination. These representations are combined

using two operations: addition and multiplication.

Figure 13: YOLOR Implicit Knowledge.

3.3 Text recognition

VietOCR

VietOCR library was built by author Pham Ba Cuong Quoc based on the Transformer

OCR model. Unlike other language models, VietOCR’s input will be an image instead

of text. An image passed through the CNN model will produce a feature map with di-

mensions width x height x channel (W x H x C) show in Figure 1414 [66]. The Transformer

architecture relies on the attention mechanism, which enables the model to concentrate
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on significant portions of the input data for task execution. By employing a sequence of

self-attention layers, the Transformer model processes the input information and produces

contextual representations for individual words in the sentence. A distinguishing char-

acteristic of the Transformer is its utilization of multi-head attention layers. These layers

empower the model to learn how to attend to distinct aspects of the input, thereby enabling

it to capture intricate relationships among words in a sentence.

The model was trained by the author on a dataset of over 10 million images, resulting

in a Precision full sequence of 88%11. However, the model exhibits sensitivity to minor

variations in the input when the dataset is not sufficiently trained. And, the use of beam

search during sentence generation did not significantly improve the accuracy. Unlike text

translation, where the information is explicitly provided, image-based information entails

more uncertainty and requires additional inference.

Figure 14: TranformerOCR with image.

1pbcquoc.github.io/vietocr
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4. IMPLEMENT AND ANALYSIS

4.1 Dataset

Because ID cards are sensitive and personal information, not public data as mentioned

before. Collecting a large data set is also difficult so our group is collected on social

networks and especially from our friends and relatives. The study utilized four distinct

datasets for model training and evaluation:

ID Cards Dataset: The dataset consists of 644 Vietnamese ID card images. To address

privacy concerns, data augmentation techniques were utilized to augment the dataset.

These techniques involved randomly rotating the original images.

Synthetic ID Card Images: To enhance the training dataset for the classifier model, half

of the ID cards from the ID Cards dataset were selected and rotated by 180 degrees. This

resulted in an additional half of the original dataset size.

Synthetic Text Images: To train the text area detection model, 500 alignment images were

extracted from the output of the alignment card processing step. These alignment images

were generated using the output model from the previous stage.

Synthetic Cropped Images: To transfer learning the OCR model, 8000 cropped images

were generated from the 500 alignment images obtained in the previous step. These

cropped images were assigned to 16 different classes.
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Implementation detail

Dataset to train segmentation model (YOLACT model) using the form of the COCO

dataset [4343]. There are many tools support to annotation dataset with format of the COCO

dataset. In this proposal method decided to used labelme is one of the most popular tools

supporting annotation dataset in machine learning, deep learning. However, to minimize

the time spent typing labels, can take the max min coordinates of the segment area to

draw the bounding box. The labelme2coco.py [4343] file does this automatically as shown

in Figure 1515.

Figure 15: Visual data annotation.

Figure 16: Visual data labels.
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With the dataset for the text detection model (YOLOv7 model) used labelImg for the

label bounding box for the 16 text classes on the front-facing ID card image as shown in

Figure 1616. Finally, prepare the data set for the OCR transfer learning model in the form

"path_to_file_name[tab]labels" then save to the txt file.

4.2 Results

All models are implemented using Python 3.9 on NVIDIA A100 Tensor Core GPU. As

mentioned previously, without publicly available data on ID card images, comparing ac-

curacy with other studies is unfair. So in this study only focus on our data. Specifically,

the training of this segmentation model stopped at 171 epochs with 11000 inters with the

number of losses on the training data set shown in Figure 1717. And the model also achiev-

ing mAP@[0.5:0.05:0.95] for box is 97.21 % and mask is 99.58 % as shown in Figure 1818

.

Figure 17: The number of losses on training dataset. With B: box loss, C: class loss, M:
mask loss, S: segmentation loss and T: total loss. .

Figure 18: Mean Average Precision (mAP) of segmentation model (YOLACT model).

Another model text detection model (YOLOv7 model) achieves mAP@[0.5:0.05:0.95]

to 74 % for all classes as shown in Table.11. The effectiveness of the VietOCR transfer

learning model is evaluated based on comparison results with the pre-trained model from

scratch. Achieve an precision score of full-sentence for all classes around 98.19 % im-

provement with the pre-trained model is only about 67.15 % as Table.22 describes.
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Table 1: Evaluating the text detection model (YOLOv7 model).
Class P R mAP@.5 mAP@.5:.95

All 98.5% 96.80% 96.10% 74%
No_Title 100% 99.20% 99.60% 67.30%

No 99.60% 100% 99.60% 81.70%
Name_Title 94.30% 92.60% 90.50% 70.70%

Name 96% 90.90% 88.60% 75.30%
Date_Title 97.70% 96.20% 94.70% 74.90%

Date 99.90% 100% 99.60% 77%
Sex_Title 99.90% 100% 99.50% 75.30%

Sex 99.90% 100% 99.60% 76.80%
Nation_Title 99.50% 98.10% 98.50% 75.50%

Nation 100% 98.10% 98.80% 75.80%
Origin_Title 95.70% 96.20% 93.80% 73.20%

Origin 95.80% 89.30% 88.30% 68.50%
Residence_Title 97.70% 92.70% 91.60% 62.90%

Residence 98.60% 96.20% 96.50% 76.10%
Expiry_Title 99.70% 100% 99.50% 78.10%

Expiry 100% 100% 99.60% 75.40%

Table 2: Precision full-sentence comparison between pre-trained and transfer learning of
VietOCR model.

Class Pre-Train Model Transfer Learning Model
All 64.23% 98.19%
ID_Title 73.82% 100%
ID 59.45% 97.65%
Name_Title 75.55% 100%
Name 49.83% 95.71%
DOB_Title 76% 100%
Date of birth 57.47% 96.12%
Sex_Title 74.66% 100%
Sex 57.44% 99.29%
Nation_Title 76.39% 100%
Nation 71.85% 100%
Origin_Title 70.06% 100%
Origin 50.24% 89.56%
Residence_Title 71.68% 100%
Residence 49.33% 94.07%
Expiry_Title 72.04% 100%
Expiry 53.17% 98.73%
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Thanks to transfer learning to achieve high performance on the classification model (ResNet50)

with an accuracy of 97.60 % on the test data. Figure 1919 describes the training process.

Overall, our implementation of the proposed method achieves good performance com-

pared to the average performance of other research papers with an average system-wide

accuracy of about 97.98 % with a run time of about 7 to 8 seconds including declared on

the web application to inference as shown in Figure 2020 .

Figure 19: Accuracy and Loss on Classification model (Transfer learning ResNet50).

Figure 20: Web-app interface.
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5. CONCLUSION

We deliver significant improvements in efficiency and time accuracy, eliminating the need

for manual and error-prone methods. We achieved high mean Average Precision (mAP)

scores for ID card segmentation and text detection, with exceptional precision scores for

full-sentence recognition. The efficient extraction of information from ID cards is crucial

for various daily services in Vietnam. Our system has the potential to streamline and

enhance these processes. The average accuracy of our system is influenced by both the

background and lighting conditions of the image, thereby impacting the performance of

the image segmentation model and the VietOCR transfer learning model in our proposed

method.

In the future, our focus will be on improving the accuracy and efficiency of text

detection and recognition in our system. Leveraging advancements in deep learning algo-

rithms and techniques, we aim to enhance the system’s ability to extract information accu-

rately from various types of documents, including passports, invoices, and other common

formats used in administrative and service processes.
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