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INTRODUCTION



Problem

Polyvore outfits, from Polyvore [1]

[1] https://polyvore.ch/

● A plethora of fashion outfits on the internet, how to search for one matching an use 

case?



Problem

Text: “sport 
clothes”

FA

Fashion 
Product 

Database

● Goal

○ Compose outfits matching an user prompt from a large collection of fashion garments



Problem

Graduate outfit

● Example:



Problem
● Challenges

○ How to model the relationship between an ensemble of image items and its 

respective descriptions?

○ Number of possible outfits is huge → efficient retrieval method



Related works

● Lai, J.-H. et al. (2020) Theme-matters: Fashion compatibility learning via theme 
attention

● Han, X. et al. (2017) Learning fashion compatibility with bidirectional LSTMs



Motivation

CLIP from OpenAI [2]

[2] https://openai.com/research/clip

● The rise of multi-modal model: CLIP, Stable Diffusion, and DALL-E

● Potential feature of an AI Chatbot used in Fashion domain



Contribution
● Combines two models for recommending fashion outfits based on textual prompts

● Conduct experiments and demonstrations to assess the effectiveness of our proposed 

approach

Tet holiday outfit



METHODOLOGY



Overall Framework



Multimodal Model: CLIP

[4] Radford, A. et al. Learning transferable visual models from natural language supervision. In ICML (2021).

Figure of CLIP Architecture, from [4]

● The Text Encoder is a standard Transformer 

model with GPT2-style modifications 

● The Image Encoder can be either a ResNet or a 

Vision Transformer



Multimodal Model: CLIP

[4] Radford, A. et al. Learning transferable visual models from natural language supervision. In ICML (2021).

● Contrastive Pre-training aims to jointly train an 

Image and a Text Encoder that produce image 

embeddings [I1, I2 … IN] and text embeddings [T1, 
T2, …, Tn], in a way that:

○ The cosine similarities of the correct 

<image-text> embedding pairs <I1,T1>, <I2,T2>, 
…, <Ii,Tj> (where i = j) are maximized

○ The cosine similarities of dissimilar pairs <I1,T2>, 
<I2,T3>, …, <Ii,Tj> (where i ≠ j) are minimized

Figure of CLIP Architecture, from [4]



FashionCLIP Model



Transformer Architecture

Figure of Transformer Architecture, from [3]

[3] Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., and Polosukhin, I. Attention is all you need, 2017

Scaled Dot-Product Attention

● Revolutional model from the paper “Attention 

is All You Need” in 2017

● Key innovation is self-attention mechanism



GPT-2

Figure of Small GPT-2 Architecture

● Foundation of the recent ChatGPT, GPT-4 

which are popular today.

● GPT-2 using Decoder from Transformer with 

small change.



Vision Transformer

Figure of ViT Architecture

● Key idea: An image is split into fixed-size 

patches, each of them are then linearly 

embedded, position embeddings are 

added, and the resulting sequence of 

vectors is fed to a standard Transformer 

encoder



Original Fashion Hashing Network (FHN)

Figure of FHN Architecture



AlexNet Architecture
● A Convolutional Neural Network Architecture that won the LSVRC competition in 2012

● Backbone of one of our main models

Figure of AlexNet Architecture



● All items in the n-th category

● Outfit with N items, with each from one category

(i1, i2, …, iN ) is the index tuple

The Matching Block



The Matching Block

where sign(x) = 1 if x >= 0 and -1 otherwise

● Converting to binary codes

● The compatibility score of two objects



The Matching Block

Number of pairs

Binary hashing code for items 
with different categories

● The score for outfit Oi concerning prompt t
Binary hashing code for outfit 
description embedding

where α = 0 if not incorporating outfit textual embedding into training

● The score of outfit Oi  corresponding to a textual description



Objective Function

FHNFHN

Soft Margin Loss

● Positive samples rt,Oi : complete 
outfits matching description t 
(positive outfit)

● Negative samples rt,Oj : different 
outfits from positive outfits

Figure of training pipeline

Training outfit pairs



1. Polyvore dataset
2. Fashion32 dataset
3. Data preprocessing

DATASET



● The Polyvore dataset contains of about 261k images of items with their metadata. We 

use the images and category for this thesis

Polyvore dataset

Some example images of the Polyvore dataset and the metadata used



Polyvore dataset

Distribution of categories in Polyvore dataset

● The Polyvore dataset contains of about 261k images of items with their metadata. We 

use the images and category for this thesis



Polyvore dataset

Sample outfit items in CSV format table of disjoint outfit dataset

● The images are combined into outfits which are classified into 2 outfit datasets: disjoint 

and nondisjoint. We only focus on the disjoint dataset in this thesis



Fashion32 dataset

Sample of outfit in the Fashion32 dataset

● The Fashion32 dataset contains about 41k images of items with metadatas which are 

combined into about 14k outfits



Sample of outfit items in CSV format table of  the Fashion32 dataset

Fashion32 dataset
● The Fashion32 dataset contains about 41k images of items which are combined into 

about 14k outfits



Preprocessing
● For the Polyvore dataset:

○ Based on the certain category for each outfit item, classify them into 11 groups: 

all-body, bottom, top, outerwear, bag, shoe, accessory, scarf, hat, sunglass, jewelry

○ The resulting items are then combined based on the metadata and store in CSV files, 

where each row matches with an outfit along with its various items and the compatible 

attribute which determines if the outfit is well-matched



Preprocessing
● For the Fashion32 dataset:

○ Employ the Google Translate API to convert the metadata (original in Chinese) into 

English

○ Based on the certain tags for each outfit item, classify them into 7 groups: top, 

outerwear, bottom, full-body, bag, accessory, and footwear

○ The resulting items are then combined based on the metadata and store in CSV files, 

where each row corresponds to an outfit along with its various items



Negative outfits generation

● The outfits from the dataset are labeled as positive

● For each positive outfit, randomly select items from the dataset to construct an 

incompatible outfit, labeled as a negative outfit, ensuring it does not match the 

corresponding positive outfit



1. Evaluation metrics
2. Benchmark
3. Demonstration

EXPERIMENTS



Evaluation metrics
● For outfit recommendations:

○ Area Under the ROC (AUC) score

○ Normalized Discounted Cumulative Gain (NDCG) score

○ Fill-in-the-blank (FITB) visualization score



True Positive Rate:

False Positive Rate:

The ROC-AUC curve:

Evaluation metrics
● For outfit recommendations:

○ Area Under the ROC (AUC) score



Evaluation metrics
● For outfit recommendations:

○ Normalized Discounted Cumulative Gain (NDCG) score



Visualization of the FITB task

Evaluation metrics
● For outfit recommendations:

○ Fill-in-the-blank (FITB) visualization score



Benchmark
● 3 different models comparison (100 epochs):

○ FHN-T3 (Visual - Polyvore): the FHN model trained on item images of the Polyvore dataset

○ FHN-T3 (Visual): the FHN model trained on item images of the Fashion32 dataset

○ FHN-T3 (Visual + Outfit semantic): the FHN model trained on item images of the Fashion32 

dataset and also outfit textual description embedding accompanying each outfit

Method Accuracy AUC NDCG FITB

FHN-T3 (Visual - Polyvore) 0.6232 0.6115 0.7153 0.3520

FHN-T3 (Visual) 0.8191 0.8150 0.8518 0.5542

FHN-T3 (Visual + Outfit semantic) 0.8706 0.7416 0.7982 0.5071



CONCLUSIONS

AND FUTURE WORKS



Conclusions

● Introduce FashionCLIP model

● Introduce Fashion Hashing Network model

● Combine these two models together



Future Works

● Inference speed

● Incorporate more fashion categories, like accessories, …

● Aesthetic capabilities

● Potential expansions: room design, …



DEMONSTRATION



Demonstration



Demonstration



Demonstration



Q&A
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