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INTRODUCTION



Problem & Motivation

Medical Visual Question
Answering (Med-VQA) is a
challenging task that
combines the fields of CV
and NLP.



Problem & Motivation

Med-VQA is still in its
infancy and is far from
practical use[1].

[1] Bazi, Y., Rahhal, M. M., Bashmal, L., & Zuair, M. (2023). Vision–Language Model for Visual Question Answering in Medical Imagery.
Bioengineering, 10(3), 380. https://doi.org/10.3390/bioengineering10030380



Problem & Motivation

The current medical data is
limited. [2]

--->The efficacy of medical
models is suboptimal.

[2] Nguyen, B. D., Do, T., Nguyen, B. X., Do, T., Tjiputra, E., & Tran, Q. D. (2019). Overcoming Data Limitation in Medical Visual
Question Answering. ArXiv. /abs/1909.11867
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Objective

1.  Introduce an architecture Med-VQA with Associative Memory
Module (AMM) 
2.  Practical Prototype Learning in features fusion.
3.  We achieved an improved result on VQA-RAD.
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Methodology

Overview of model architecture



Methodology
Image Encoder

 The architecture of EfficientNet-b5 model



Methodology
Text Encoder

Pre-trained: RadBERT-RoBERTa-4m
By: UCSD-VA-health

Trained with 4 million radiology
reports deidentified from US VA
hospital

Source

https://affordablemri.com/radiology-reports/


Methodology

Overview of Attentive Memory Module



Methodology
Self-Attentive Memory 

Outer Product Attention



Extract items

Methodology
Self-Attentive Memory 

Given memory input M:

Where is weight parameter, LN is Layer Normlization

Associate items

Source: Hung el al (2020)



Methodology
Associative Memory Module

Construct item
memory



Methodology
Associative Memory Module

Construct relation memory



Methodology
Associative Memory Module



Methodology
Associative Memory Module



Methodology
Fusion Module

,



Methodology
Encoder-Decoder attention
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Methodology
Prototype Learning Block

,



Methodology
Prototype Learning Block

,

Formula of Hopfield layer with R is input



Methodology
Answer components

Fully  Connected layer for classification
Image source: https://builtin.com/machine-learning/



Methodology
Loss function

Image source: Lin el al (2017)

Focal Loss:



EXPERIMENTAL RESULT
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EXPERIMENTAL RESULT

Training process of model with/without
AMM hyper-parameter modidication

Comparison of models with different
hyper parameters of AMM



EXPERIMENTAL RESULT



EXPERIMENTAL RESULT

No of prototype/block 5 10 15

500 80.1 80.47 79.96

1000 80.24 80.93 80.24

1500 80.18 80.51 80.04

The model accuracy (%) of each set number prototype
and number of block prototype learning.



CONCLUSION



An architecture in medical VQA based on Associative Memory and
Prototype Learning.

The result is not significantly improved.

CONCLUSION



Experiment on other datasets with similar limitations and improve the
model.

Experiment on some data augmentation techniques to enrich the
datasets.

FUTURE WORK



Visualization


